Chapter 9

Correlation and Regression




Chapter Outline

® 9.1 Correlation
e 9.2 Linear Regression

® 9.3 Measures of Regression and Prediction
Intervals

® 9.4 Multiple Regression




Section 9.1

Correlation




Section 9.1 Objectives

® Introduce linear correlation, independent
and dependent variables, and the types of
correlation

@ Find a correlation coeflicient

e Test a population correlation coefhcient p
using a table

e Perform a hypothesis test for a population
correlation coefficient p

e Distinguish between correlation and
causation




Correlation

Correlation

® A relationship between two variables.

® The data can be represented by ordered
pairs (z, y)

@ x is the independent (or explanatory)
variable

@ y is the dependent (or response) variable




Correlation

A scatter plot can be used to determine whether a
linear (straight line) correlation exists between two
variables.
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Types of Correlation
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Example: Constructing a Scatter
Plot

A marketing manager Advertising Company
conducted a study to expenses,  sales
determine whether there is a REIUUDRRSREICNON)
linear relationship between 2.4 225
money spent on advertising 1.6 184
and company sales. The data 2.0 220
are shown in the table. 2.6 240
Display the data in a scatter 1.4 180
plot and determine whether 1.6 184
there appears to be a positive 2.0 186
or negative linear correlation 2.2 215

aor no linear correlation.




Solution: Constructing a Scatter
Plot
Y
. 240 .
O ©
58 220 . ’
> 5 2 ¢
= 5
23
E 5 © ¢ L 4
8 < 180 *
ny } } | | } ; —
14 16 18 2 22 24 26
Advertising
~ expenses
Appears to be a p8sitfiEliiear correlation.
As the advertising expenses increase, the
\asales tend to increase.




Example: Constructing a Scatter
Plot Using Technology

Old Faithful, located in Duration Time, Duration Time,
Yellowstone National Park, is [~ 5 | 5 | 5 | »
the world’s most famous L2 | ss | 383 | s
geyser. The duration (in R I e
minutes) of several of Old O o e
Faithful's eruptions and the 205 | 51| 43 | s
times (in minutes) until the S It I B
next eruption are shown in N e P
the table. Using a TI-83/84, 282 | 3| ass | 86
display the data in a scatter pell N A
plot. Determine the typeof | ;s |, |

@correlation.




Solution: Constructing a Scatter
Plot Using Technology

e Enter the x-values into list L1 and the y-values
into list L2.

® Use Stat Plot to construct the scatter plot.

STAT > STATPLOT
Hdit [tz L3 1 Oagtz Plots 106
i'éz Eg ----- Jpei B8 L Jh ' oo
139z |cs Syl ; Jm
s ML s |
: ist:lz
z13 | 60 . s . 0 o0
Liin=1,8 ackid 5 b”

From the scatter plot, it appears that the
variables have a positive linear correlation.




Correlation Coefficient

Correlation coeflficient

® A measure of the strength and the direction of a linear
relationship between two variables.

® The symbol r represents the sample correlation
coefhcient.

o A formulanfgggf; i—S(Z %) (2 ) n is the
number of

V=
\/anz—(Zx)z\/nzyz_(zy)2 data pairs

e The population correlation coefficient is represented
by p trho).
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Correlation Coefficient

e The range of the correlation coeflicient is -1

to 1.
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Lyinear Correlation
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Calculating a Correlation

Coefficient
1. Find the sum of the DX
x-values.
2. Find the sum of the 2.y
y-values.
3. Multiply each x-value by 2. Xy

its corresponding y-value
and find the sum.

-




Calculating a Correlation

Coefficient
In Words In Symbols
4. Square each x-value > x°
and find the sum.
5. Square each y-value > y?
and find the sum.
6. gasli £:~J;iet£;]e sums to - Yy -(Z3)(2y)
1 2 2
correlation coefficient. \/anQ -2y \/nZy -2




Example: Finding the Correlation
Coefficient

Calculate the correlation
coeflicient for the advertising

Advertising Company

expenses, sales

expenditures and company ($1000), x ($1000), y

sales data. What can you 74 275

conclude? 1.6 184
2.0 220
2.6 240
1.4 180
1.6 184
2.0 186
2.2 215




Solution: Finding the Correlation

Coefficient

X y Xy x? y2
2.4 225 540 5.76 50,625
1.6 184 294 .4 2.56 33,856
2.0 220 44.0 4 48,400
2.6 240 624 6.76 57,600
1.4 180 252 1.96 32,400
1.6 184 294 .4 2.56 33,856
2.0 186 372 4 34,596
2.2 215 473 4.84 46,225

>x=15.8 |Zy=1634 | Zxy=23289.8|x’ = 32.44| %) = 337,558




Solution: Finding the Correlation
Coefficient

Sx=158 Sy=1634 Zxy=3280.8 S=32.44 )7 =337.558
. n2xy —(2x)(2y)
UnE () n Ty ~(Zy)
8(3289.8) — (15.8)(1634)
~ /8032.44)— 15.8°/8(337.558) — 16347

_ 501.2
J9.88./30,508

r =~ 0.913 suggests a strong positive linear
correlation. As the amount spent on
dvertising increases, the company sales also
ncrease.

~ 0.9129




Example: Using Technology to Find
a Correlation Coefficient

Use a teChnOIOgy tOOl tO Duration Time, Duration Time,

calculate the correlation e | s6 | 378 | 7

coeflicient for the Old 182 | ss | 383 | 85

Faithful data. What can you R I B B

COHClude? 1.98 57 4.27 90
2.05 57 4.3 &9
2.13 60 443 &9
2.3 57 4.47 86
2.37 61 4.53 &9
2.82 73 4.55 86
3.13 76 4.6 92
3.27 77 4.63 91
3.65 77




Solution: Using Technology to Find
a Correlation Coefficient

Correlations: C1, C2 - B
v
Pearson correlation of C1 and €2 = 0.979 | | 26 =CORREL(A1:A25,B1:B25) 0.978659212930679
27
To calculate r, you must first enter the

STAT > Calc DiagnosticOn command found in the
RSt in|  Finees,

s 1-Var Stats =ax+

t2-Var Stats a3=12.428094391

: Med-Med b=33.68290834
re=,9577738551

LinReg{ax+b)
' QuadReqg | +r=.9786592129

:CubicReg
JBuartReg _|

I~ ().979/su/gg/ests a strong positive

eorrelation.
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Using a Table to Test a Population
Correlation Coefficient p

® Once the sample correlation coefhicient r
has been calculated, we need to determine
whether there is enough evidence to
decide that the population correlation
coeflicient p is significant at a specified level
of significance.

® Use Table 11 in Appendix B.

e If || is greater than the critical value, there
is enough evidence to decide that the
correlation coefhicient p is significant.




Using a Table to Test a Population
Correlation Coefficient p

e Determine whether p is significant for five
pairs of data (n = 5) at a level of significance

Of o = N NI

Reject H o p = 0 1f the absolute value of ris greater than the
value given in the table,

Numb n a =005 =001 level of

umber 1 0.950 0.990 significance

of pairs 5 0.878

of data 6 0.811 0.917

in 7 0.754 0.875

sample

e If |[r| > 0.959, the correlation is significant.
Otherwise, there is not enough evidence to
conclude that the correlation is significant.




Using a Table to Test a Population
Correlation Coefficient p

In Words In Symbols

|. Determine the number Determine n.
of pairs of data 1n the
sample.

2. Specity the level of Identify a.
significance.

3. Find the critical value. Use Table 11 in

Appendix B.




Using a Table to Test a Population
Correlation Coefficient p

In Words In Symbols

4. Decide if the If |r| > critical value, the
correlation 1s correlation 1s significant.
significant. Otherwise, there 1s not

enough evidence to
support that the

5. Interpret the decision correlation 1s significant.

in the context of the
original claim.




Example: Using a Table to Test a
Population Correlation Coefficient p

USing the Old FaitthI data, Duration Time, Duration Time,

you used 25 pairs of data to s | ose | 375 | 7
ﬁnd 1.82 58 3.83 85
r~ 0.979. Is the correlation o o e
. . . 1.93 56 4.1 &9
coeflicient significant? Use R e e
a = 005 2.05 57 43 89
2.13 60 443 89
2.3 57 4.47 86
2.37 61 4.53 89
2.82 73 4.55 86
3.13 76 4.6 92
3.27 77 4.63 91

3.65 77




So
Po

o n=25 a=0.05
e |r|~0.979 >0.396

e There is enough
evidence at the 5% level
of significance to
conclude that there i1s a
significant linear
correlation between
the duration of Old
Faithful's eruptions
and the time between

@ eruptions.

ution: Using a Table to Test a
pulation Correlation Coefficient p

n « = 0,05 = 0,01
4 0.950 0.990
S 0.878 0.959
6 0.811 0.917
7 0.754 0.875
8 0.707 0.834
o o™ — -2,0-— - ,0’422/ R _,-.-Of:.S_,G-:‘.-.f £ as s may
21 0.433 0.549
22 0.423 0.537
23 0.413 0.526
24 0.404 0.515
25 0.505
26 0.388 0.496
27 0.381 0.487
.......... /- SRR « K W ¢ POy ¢ ¥ ).« I




Hypothesis Testing for a Population
Correlation Coefficient p

® A hypothesis test can also be used to
determine whether the sample correlation
coeflicient r provides enough evidence to
conclude that the population correlation
coeflicient p is significant at a specified level
of significance.

e A hypothesis test can be one-tailed or
two-tailed.




Hypothesis Testing for a Population
Correlation Coefficient p

o Left-tailed test

H:p= 0 (no significant negative correlation)
H :p <0 (significant negative correlation)

e Right-tailed test

H:p= 0 (no significant positive correlation)
H:p> 0 (significant positive correlation)

® Two-tailed test

-

H:p= 0 (no significant correlation)
Ha: p # 0 (significant correlation)




The t-Test for the Correlation
Coefficient

e Can be used to test whether the correlation
between two variables is significant.

® The test statistic i1s r
® The standardized test statistic

c,. \/1 _ 2
n—2
follows a t-distribution with d.f. = n — 2.

e In this text, only two-tailed hypothesis tests
for p are considered.

-




Using the t-Test for p

In Words In Symbols

1. State the null and alternative State H, and H .
hypothesis.

2. Specity the level of Identify o.
significance.

3. Identify the degrees of

freedom. df.=n-2.

4.  Determine the critical
value(s) and rejection Use Table 5 in
region(s). Appendix B.




Using the t-Test for p

In Words In Symbols

5. Find the standardized test = ——
statistic. L=r
n—2
6. Make a decision to reject or If ¢ 1s 1n the rejection
fail to reject the null region, reject H,.
hypothesis. Otherwise fail to reject
H

0
7. Interpret the decision in the
context of the original claim.




Example: t-Test for a Correlation
Coefficient

Previously you calculated
r = 0.9129. Test the

Advertising Company

expenses, sales

significance of this ($1000), x ($1000), y

correlation coefficient. Use 74 795

a = 0.05. 1.6 184
2.0 220
2.6 240
1.4 180
1.6 184
2.0 186
2.2 215




-

'HO: p=0
°Ha: pFo

0.02
3

a —
d.f. O 9 =
Rejedtfbn Region:

0.02

944 0 244 |

7

7 5.478

» Test Statistic:

t = 00129 ~5.478

\/1 —~(0.9129)°
8—2

 Decisio Reject H,
Atrthe 5% level of
significance, there is
enough evidence to
conclude that there is a
significant linear
correlation between
advertising expenses and |




Correlation and Causation

e The fact that two variables are strongly
correlated does not in itself imply a
cause-and-effect relationship between the
variables.

e If there is a significant correlation between
two variables, you should consider the
following possibilities.

1. Is there a direct cause-and-effect
relationship between the variables?

Does x cause y?




Correlation and Causation

Is there a reverse cause-and-effect
relationship between the variables?

Does y cause x?

Is it possible that the relationship between
the variables can be caused by a third
variable or by a combination of several
other variables?

Is it possible that the relationship between
two variables may be a coincidence?




Section 9.1 Summary

® Introduced linear correlation, independent
and dependent variables and the types of
correlation

® Found a correlation coeflicient

e Tested a population correlation coefficient
p using a table

e Performed a hypothesis test for a
population correlation coefficient p

e Distinguished between correlation and
causation




