B03MOKHOCTH MHTEPAKTUBHOCTH B
CO31aHMHN COBPEMEHHBIX
ayIMOBHM3YAJbHBIX MPOrpaMm



B npolwealee pecAaTuneTme oTMe4eHo B3pbIBHbIM pa3BUTUEM

obnactn mynsTtumeaua. 9To pa3BUTUE BbI3Basio K XKM3HN HeBUAAHHbIN
paHee ypoBeHb MHTEPAKTUBHOCTU NOSfib3oBaTeNns B MyNbTUMEAUUHbIX
nporpamMmmax, Bbi3Barno uccrieqoBaHne U pasButTue HOBbIX TEXHOSOMUM,
MEeTOAOB MU YCTPOUCTB MHTEPaKTUBHOCTU. OBGNacTb MHTEPaAKTUBHbIX
AyavoBusyanbHbix (AV) NMporpamm, BKNo4YaroLWwmx

UHTepaKkTUBHble KNHOUNbMBI, UHTEPaAKTUBHYIO [1IpaMy, UHTepakTUBHOE
noBecTBOBaHMWe U Apyrue, ctana ogHoOM U3 TaKMX HOBbIX aKTUBHbIX
aKkageMu4yecKnx obnacrten, Tak e Kak MUHAYCTpPUA UccregoBaHUN U
pa3BUTHUA.

Ee usyyarot cneumanuctbl [ipamaTtnyeckoro MckyccTtea n npm HanncaHuu
cueHapus, uneHbl KomnbloTepHou pacpmKkn, MCKYyCCTBEHHOIO MHTENNEeKTa n
TexHMYeckue coobliecTBa Tak xe Kak UHaycTpusa passnedeHuu [1-4].
NosBneHue ctaHgapToOB cXaTuUsli U3oopaxeHusa u sugeo, tTuna MPEG-1 (1993)
[5] u oco6eHHO MPEG-2 (1996) [6], no3Bonunu co3gaTtensam KOHTEHTa
obecneynTb 3puTenen CTyaunHbIM Ka4yecTBOM LudpoBOro BUAeO.
Pa3Butne mogenmpoBaHua U peHaepuHra nsoopaxeHus,
coBepLUEeHCTBOBaHUE KOMMbIOTEPHbLIX annapaTHbIX CPpeAcTB NO3BONUIIU
obecneynTb B3aumoaeucTteme ¢ MallMHHO-reHepupyemMbIM BU3yaribHbIMU
nporpaMmmamm Tuna sBmaeourpbl ana gomawHux PC unu nrpoBbIiX NynbLTOB.



[MosiBneHne DVD B 1996 [7] c ero BbICOKOW €MKOCTbIO 3anoMMHAIOLLIErO YCTPOUCTBA
(Tenepb go 17.1 Gbytes gaHHbIX), NO3BONUNO NepeaaTb KNHEMaTorpauyeckoe
KayeCTBO MHTEPaKTUBHOIMO BUAEO U ayano, yOOBMETBOpSOLLEee JOMALLHEro
nonb3oBaTens, ¢ NOMOLLbLI OgHOW NOPTaTUBHOW Cpeabl.

YTto ewe bonee BaxkHo, DVD cTtan nepBon LLMPOKO NPUHATON TEXHOMNOIMEN Co3aaHus
N nepenadn BUOAEO NporpamMmm C BbICOKOM CTENEHbI0 MHTEPAKTUBHOCTU NOMb30oBaTesd
¢ pblHKkOM noTtpedbutens [8]. Kpome Toro, DVD Tenepb ctan TeXHONormeun, Kotopas
NPUMUPAET MHTEPAKTUBHOCTL HA OCHOBE BUAEO

(Bugeo DVD) n nHtepaktMBHOCTbL Ha ocHoBe MHTepHeTa (PaclumpeHHbIn CeETEBOU
DVD [9]). Kpome TOro, yuntbiBad HOBbLIN KYPC MPOMbILLSIEHHOCTU K KOHBEPreHuumn
nrpokos DVD wn nynestoB Bugeourp [10-12], byaywimne TeXHONOrMm nepemeLlaroTcst K
NHTEPaKTUBHbIM B13yaribHbIM NporpamMmmam ¢ KombuHaumnen nHpopmaumm malMHHO-
reHepunpyemMou 1 XXnBeoro.

[Ona peannsauum HeobxogmMmo, YTObbI Takasi KOHBEPreHUust Mexxay MalunHHO-
reHepupyembiM U reallife Bngeo - ognH n3 acnektos MPEG-4 (1999)-

nocriegHee ycunune no ctaHgaptusaunm KnHogpunema MPEG

[pynna AkcneptoB (MPEG) MexayHapogHou CtaHgapTusaumm

OpraHusaumsa (MexayHapoaHas OpraHusauns no CtaHgapTtusauumn) [13, 14].
MPEG-4 - nepsbin MPEG ctaHgapT ans 3awmdpoBbiBaHNA Ha OCHOBE COAEpPKaHUS
MYNbTUMEOUUHBIX AaHHbIX, FOe CueHa pasfeneHa Ha otaenbHble ayanoBuayarsibHble
(AV) 06beKkTbl 1 Kaxabih 06bekT AV 3akoanpoBaH He3aBUCUMO OT apyroro AV
BO3paXkaeT TakK Xe Kak He3aBMCMMO OT CLieHbl MHGopMauusa coctaBa. Cxembl
3awmndpoBbiBaHNUA €UHCTBEHHbIX



Ob6bekTbl AV moryT nameHutbcs cpean MPEG-2, 6asmnpyemoro, kogmpys
(peanbHO-XMBOW BMOEO NOAX04), 2-0€ U TPEXMEPHOE KOANPOBAHME NETN
(nogxon KOMNbLIOTEPHOW rpaddmKnN) TakK XKe Kak HECKOSTbKO OpPYron
3awmnpoBbiBaHMe meTodoB. [1peacraBrneHme Ha OCHoBE ObbekTa
ayauoBuayanbHast tHopmauus genaeTt gmanorosble CocobHOCTH
BpoxaeHHbIn K MPEG-4 3akogmpoBaHHOE codepXaHne, B TO BpeMS Kak
noogepXkka pearnbHO-XMBOE BUOEO BMeCTe C MaLUMHHO-TeHEPMPYEMbIM BUOEO
yuYnTbiBaeT DecrnpeueneHTHO WMPOKME AnanoroBble CrocobHOCTH.



B aton 6ymare, Mbl CHa4arna paccMoTpuM guanorosble CNOCOBHOCTU Kak
XOPOLLO KaK pasfinyHble Nnosib30oBaTeNnbCckue CTUNM B3anMoagencTeus,
ncnonb3yembie B AManoroBoM BM3yarbHOE nporpamMmmMmupoBaHue cerogHd. Toraa,
Mbl MpOaHanM3npyem HoBoe CrocobHOCTU B3aumoaencTeus, kotopole MPEG-4
6asnpoBan BusyasibHbIn

nporpaMmmMmpoBaHne NPMHECET NOoNb30BaTeENAM TakK e KaK KOTOPbIN

CTUNU B3aMMOLEUCTBUSA JTy4dLle BCEro yaoBrneTBOPAT 3TOT HOBbLIN TUIM
nporpaMmmmpoBaHune. Mbl onuwem Hall OCyLLeCTBITEHHbIN

OMbITHbIE 0Opa3Lbl HECKOSTbKMX N3 0BCYKOEHHbIX AManoroBbIX

CNOCOOHOCTM U CTUIN B3aMMOOENCTBUS, MaBHLIM 0O6pa3oM Ha OCHOBE OObEKTa
COCTaB CLEHbI, B3aUMOAENCTBNE MyHKTa-U-LLeN4YKa Ha OCHOBEe ObbekTa

N ONanoroBbIv CTUMb B3aumoaencTeus. HakoHeu, Mbl Oyaem

npoaHann3npynuTe pesynsraTtbl NoSfib30BaTENbCKOro B3anMoaenCcTBUA C STUMU
OMbITHLIMK OBpa3suamMmu

N pasroBop 00 ykasaHusIX Hawero byayliero nccnegoBaHns OTHOCUTENBHO
MPEG-4 6a3supoBan ananoroBoe BmayaribHoe nporpaMmmMmnpoBaHme.



CerogHsa cyuecTByeT ABa pa3HbIX NoAXo4a B CO34aHMU UHTEPAKTUBHbLIX
ayaAnoBu3yanbHbIX NPOrpamMm:

Noaxon Ha ocHOBe BMAEO UK Ha OCHOBEe Knuna n noaxoA ¢
ucnonb3oBaHmem BuptyanbHoro Mupa unm KomnbrotepHou rpacpuku.



AuanoroBble Cnoco6HocTu B AV lporpammupoBaHum,
co3gaHHOro npu ucnonb3oBaHuu Noaxoana Ha ocHoBe BU
Aeoknuna

NHTepakTmBHble AV nporpamMmmbl, CO34aHHbIE HA OCHOBE BUAOEOKIUIMOB
COCTaBlEHbI N3 3anUCaHHbIX 3apaHee BUAEO NOTOKOB U NOSIb30BaTENTbCKUX
HaBUrauMOHHbIX KOMaHL, NO3BOMSAKOLWMX MO XKenaHUo nonb3oBaTens
npouecce BOCNPOU3BELEHNA MEPEXOANTb OT OQHOro BUAEO NOTOKAa K
APYTromy.

Budeo c cunepces3bio

Buodeo c cunepcesi3bro nuv npocto Nmnepemnaeo 66110 NepBbIM
BOMJOLWEHUEM MHTEPaAKTUBHbLIX AV nporpamMm Ha ocHoBe
BUOEOKIUMNOB.

CamMo noHATUe NOSABUIIOCHL HA OCHOBE, KOMOMHUPOBaHNUA OBYX CIOB
BUAEO U rMnepTeKkcTa u onucbiBaeT BUAEO, KOTOPOE COAEPXKUT CBA3MU
C ApyrMmM BMAEO, a TakKe u3odopaxeHnem mnm TeKCToM.



'MnepBuageo
[Mnepmeana cocTouT 13 y3nos (YacTen meama) n CBA3AMU MexXay y3namu, 3a
KOTOPbIMW MONb30BaTENM CNeaytoT, OCYLLECTBNAA HaBUrauuto no megma. 1o
rmnepmMmeamna npeacraBnsieT cobom MHTYUTUBHLIN cNocob co3gaBaTb, pa3aensiTb
N nony4vatb AOCTYN K MHopMaunu.
[Toka NoHATUE aunepmeKkcma BeCbMa XOPOLUO NOHATO, MAed OTHOCUTESTbHO
aurnepesudeo Bce elle pasBMBaeTCa U MHTepNpeTupoBanach pasnnuyHbIMU
cnocobamu.



If you know what hypertext is, it's easy to understand how hypervideo works. Without
interrupting a video, a hypervideo's hot spots can link you to other sources of
pertinent information. To obtain more information regarding any object, actor, or
background in a video, you just click on it; you're then linked to text, photos, sound,

video, or other content-delivering applications.



OaviH 13 nepsbIX NpoekToB rnnepsuaeo boino .HyperCafe. [1, 2], pa3BuTbin B
1996 B NIHCcTUTyTe [kopoxkum TexHonornn. Cuctema vnepkadpe 6bina
rmaBHbIM 0Opa3oM cocTaBneHa n3 cobpaHnsi BUOEO CKPEMNOK CO CBA3SMM K
OPYrMMm BUOEO CKpenkam Ui TEKCTY U pa3MeCcTUT MnonbL3oBaTtens B
OeNCTBUTENbHLIW café n N03BONUT NOoSib30BaTENo .move. Mexay pasfMyHbIMU
cToflamu u byaget cnywartb 6beceabl nNogen 3a TeEMn CToramu.

Cuctema ['Mnepkade ncnonb3oBasna YeTbipe TUna HaBUraLMOHHbIX CBS3EWN:
BpPeMeHHble, NPOCTPAaHCTBEHHO-BPEMEHHbIe, MPOCTPAHCTBEHHbIE U
TEKCTOBbIe CcBA3u [2].

A temporal link would give the user a certain time window to access a link in
order to view a different video

stream. In the case of a spatio-temporal link, a specified spatial location in a
video frame would trigger a jump to a different video sequence at a specific time
window. Using spatial links, the user could alter the appearance of the currently
playing video sequence. In the HyperCafe project, spatial links were implemented
as dynamically available (transparent) objects present in video sequences,
where these objects could be turned on and off. And finally, textual links would
turn on and off text that appeared simultaneous to video, which is equivalent to
sUtlilesCnfe gojdat, Mbtte//www.lcc.gatech.edu/gallery/hypercafe/>.

2. N Sawhney, D. Balcom, and |. Smith, .HyperCafe: Narrative and Aesthetic
Properties of Hypervideo,. Proc. Hypertext 96, ACM, 1996, pp. 1-10.



Figure 1: As the camera continually pans across the cafe, many opportunities
exist to select a single table of conversation and navigate to the related video
narratives.




our words their words



Figure 3: The main video narrative (on the left) shows a table with two

men in the background.
A spatio-temporal opportunity in the filmic depth of the scene triggers

another narrative.

Figure 4: A video collage or “simultaneity” of multiple colliding narratives, that
produce other related narratives when two or more video scenes semantically

intersect on the screen.






HyperCafe: Sawhney, Balcom,
and Smith, at Georqgia Tech

¢ Focus: literati vs. engineers

¢ Interested more in new form of
literary discourse, i.e., hypervideo

aesthetics for fictional narratives.

¢ Blends into work on interactive video,
etc. (which so far has been of limited

appeal)




herCafe Scenario

¢ Idea: Simulate a visit to a cafe.

- by maintaining and exploiting (at least
avant garde) film aesthetics

¢ Video sequences play continuously;
can't be stopped.

¢ User navigates through videos and
links presented.

- Choices represent filmic decisions
(normally left to the director).




Overview

¢ Entering: Overview shot of entire scene, viewing
all participants.
- Hear low hum of voices.
- Instructions in the form of moving text appear on
bottom on screen.
¢ Camera moves to each (of three) tables, offering
opportunities to select from multiple
conversations at table.
- User is placed in a narrative sequence determined by the
conversion.
¢ Plays continuously, forwards and backwards.
(conversation played as constant hum until
selection.)



Hierarchy of Video Scenes

¢ Main sequence: Provides access to all
possible narratives.

¢ Second level: Conversational
narratives for each table.

¢ Third level: Sequential stream of
video scenes, representing the
conversation

- with links to other video conversations in
the current table or other tables.




Taxonomy of hypervideo
linking

¢ Temporal links: Time-based references between
scenes.
- Specific time in source triggers playback in destination.
- used for “"standard” narrative scene sequencing

¢ Spatial-temporal links
- Specified location in source video triggers destination
video at a specific point in time. (?)
o Temporal link opportunities. Previews of
destination videos temporarily provide link.

o Spatial link opportunities: Spatial locations in
source temporarily provide link













Prisoner of Life:
A Short Cuts Hypervideo

To demonstrate the functionality of MediaLoom | have created a short work called Prisoner of Life. This hypervideo is a
reconfiguration of about thirty minutes of Robert Altman's film Short Cuts, a clear cinematic forerunner of hypervideo. Altman takes
great care to interweave nine short stories by Raymond Carver so that the individual storylines all seem to be happening
simultaneously. The camera swerves in and out of these narrative streams encountering characters who also are able to move
from story to story. It is as though we are watching a computer monitor over the shoulder of Altman who is directing the flow of a
hypervideo.

Short Cuts lends itself quite well to hypervideation for two reasons: 1) the film anticipates many of the storytelling strategies
intrinsic to the hypervideo form; 2) there are associations and tangents that are obscured by the linearity of the filmic medium
which might be highlighted (or discovered new) in the medium of hypervideo.The idea of using Short Cuts as a demonstration of
hypervideo was suggested as a possible future use of the Engine in a paper by David Balcom called "Hypervideo: Notes Toward a
Rhetoric" and in "Short Cuts, Narrative Film, and Hypertext".

One might ask: why choose a film as the subject of a hypervideo artifact? | would echo the video critic Michael Nash who believes
that interactive video authors can learn much from traditional modes of storytelling. Specifically he refers to Altman's filmmaking
technique whose work "follows the trails of coincidence, tangent, and narrative association ... in 'sequential parallel." Altman's
work represents a kind of linearized multi-linearity enforced only by the material properties of the film footage. In particular Nash
points to Short Cuts as "a model of how a technologically interactive narrative might work to take us beyond technofetishistic
games with computers into a spiritual journey." It is my hope that the viewer of this hypervideo will previously have seen Short
Cuts (or other films by Altman) so that the uniqueness of the connections allowed by the hypervideation is more apparent.
Though the video artist Grahame Weinbren is mostly critical of the computer as a medium for interactive video, the hypervideated
Short Cuts seems a perfect illustration of some of his ideas in an influential essay called "Ocean of Streams of Story". Weinbren,
taking a cue from Salman Rushdie's Haroun and the Sea of Stories, asks "Can we image the Ocean as a source primarily for
readers rather than writers? Could there be a 'story space’ (to use Michael Joyce's resonant expression) like the Ocean, in which
the reader might take a dip, encountering stories and story-segments as he or she flipped and dived. . . . What a goal to create
such an Ocean! And how suitable an ideal for an interactive fiction!" Prisoner of Life sets as its goal the creation of simultaneously
flowing storylines that can be navigated by swerving between streams.

The image above shows the construction of one segment of Prisoner of Life. The viewer can negotiate the "streams" (represented
here as vertically arranged clips) by moving between them laterally. Time in this configuration exists on the y axis moving from top
to bottom. Notice that the television screens (each showing the same newscast) link the streams together thematically as a single
moment in time.



MediaLoom: Project Workspace

node name: fusion link name:
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An early proposal for hypervideo considered it to be a new kind of
cinematic experience and the researchers discussed its aesthetic
properties [1,2]. In their system a filmmaker authors a set of possible
narrative sequences in hypervideo material and the viewer chooses
which sequences to watch. In [3] a generic data model for hypervideo
represented semantic associations between video entities, i.e. regions in
consecutive video frames, and other logical video abstractions. The focus
was on semantic associations between entities, e.g. X is-a Y, rather

than on story structures.

The use of hypervideo for interactive training has been demonstrated in [4].
Recently a system to support object-based hypervideo authoring has been
proposed [5], and issues to do with hypervideo transmitted via interactive
television have been discussed [6].

3. H.T. Jiang, and A.K. EImagarmid, “Spatial and Temporal Content-Based Access to
Hypervideo Databases”, VLDB Journal 7 (4), 1998, pp. 226-

238.

4. J. Doherty, A. Girgensohn, J. Helfman, F. Shipman, and L. Wilcox, “Detail-on-Demand
Hypervideo”, Procs. ACM Multimedia 2003, pp. 600-601.

5. H.-B. Chang, H.-H. Hsu, Y.-C. Liao, T.K. Shih, and C.-T. Tng, “An Object-Based
Hypervideo Authoring System”, Procs. IEEE Int. Conf. On Multimedia and Expo, ICME 2004.
6. M. Finke, and D. Balfanz, “A Reference Architecture Supporting Hypervideo Content for
ITV and the Internet Domain”, Computers and Graphics 28 (2), 2004, pp. 179-91



Interactive Storytelling
A significantly more sophisticated approach of interactive
clip-based AV programming can be found in the area of
Interactive Storytelling.
This approach uses a large collection of prerecorded and
indexed video clips as a base for the interactive story. In order
to maintain a sophisticated connection between the user input
and a creative story line, interactive storytelling
systems employ artificial intelligence (Al) concepts and
techniques, such as Intelligent Agents. When the user
iInteracts with the story, the storytelling engine makes
decisions as to which clip to play next. An intelligent agent in
such systems is the storytelling engine itself, with its primary
responsibility being "intelligent" selection of the best clip from
a collection of clips.



An example of a storytelling system can be a collection of video clips that show
an actor talking and a storytelling engine that chooses a video clip of an actor
giving the most appropriate answer to the user’s questions [7]. Other examples
of interactive storytelling systems using the clipbased approach can be found at
the Interactive Cinema Group [8] and Media Lab [9-11] at MIT.

7. Synthetic Interviews project at Entertainment Technology Center at Carnegie
Mellon University, <http://www.cmu.edu:80/acs/telab/Courseware/Steven
s.html>.

8. Interactive Cinema group at MIT, <http://ic.www.media.mit.edu/groups/ic/>.
9. Object-Based Media at MIT, <http://www.media.mit.edu/~vmb/obmg.html|>.
Jonathan Dakss, Stefan Agamanolis, Edmond Chalom, and V. Michael Bove, Jr.,
“Hyperlinked Video,” Proc. SPIE Multimedia Systems and Applications, 3528, ,
1998.

10. HyperSoap, <http://www.media.mit.edu/hypersoap/>.

11. An Interactive Dinner at
Julia’s,<http://www.media.mit.edu/~dakss/intdinner.html|>.



DVD-Video

The most widely known and commercially successful application of the clip-based
approach to interactive AV programming is DVD-Video.

DVD-Video titles are created using non-linear random access navigation amongst
different MPEG-2 video streams and parts of video streams. The user interaction in
DVD titles is mostly menu based and is achieved through the use of visible or
non-visible (hidden) buttons that are put on top of still images or video and where
each button has one or several navigation commands associated with it.

Most prevalent navigation commands in DVD are links that redirect playback from a
current video/still-image stream to another video/still-image stream. These links are
equivalent to the temporal, spatio-temporal, spatial and textual links that we have
already discussed when talking about hypervideo.

In addition to interactive capabilities of hyperlinked video, DVD titles can supports,
may it be to a limited extent, the storytelling approach to interactivity. DVD titles can
support conditional navigation amongst video streams by taking advantage of
internal DVD variables (System Parameters and General Parameters [12]) that the
DVD player can read from and write to its registers. By creating sophisticated
storytelling scripts with multiple conditional branching nodes, DVD titles can for
example create a story that will take different turns and appear to do it seamlessly
to the user.



Furthermore, DVD supports one additional type of links — a web link [13], where by
activating a link the user can connect to a web site and display some or all of its
contents via a web browser. The web links can also be transparent to the user,
whereas some content will be seamlessly downloaded from the Internet and
presented to the viewer as a part of the movie itself.

12. DVD Specifications for Read-Only Disc, Part 3, Video Specification, Version 1.0,

August 1996.
13. Interactual Technologies Inc., <http://www.interactual.com/>.



Interactive Capabilities of AV programming created using the Virtual-World
Approach

In the virtual world approach to interactive AV programming, instead of using
prerecorded video clips, the visual information of the story is generated real-time. This
is most often achieved by using computer-generated interactive characters, also called
believable agents - characters that seem to be able to reason and generally
seem lifelike in their actions and behaviors (but not in their appearance). The part of
the storytelling system that controls the behavior of characters can be somewhat
similar to the storytelling engine used in the clip-based approach to storytelling with the
output of the storytelling engine being the choice of the most appropriate behavior for a
certain character.
Examples of some of the virtual-world storytelling systems are the OZ project at CMU
[14, 15] as well as multiple projects and Media Lab [16] at MIT.

14. OZ Project homepage at Carnegie Mellon University, School of Computer Science,
<http://www.cs.cmu.edu/afs/cs.cmu.edu/project/oz/we b/ >.

15. An Oz-Centric Review of Interactive Drama and Believable Agents, Michael Mateas.
Technical Report CMU-CS-97-156, School of Computer Science,Carnegie Mellon University,
Pittsburgh, PA, June 1997,

<http://www.cs.cmu.edu/afs/cs.cmu.edu/project/oz/we b/papers.html >.

16. Media Lab at MIT, <http://www.media.mit.edu/>.



INTERACTIVE CAPABILITIES IN MPEG-4 BASED VISUAL PROGRAMMING
Examining the above two approaches to creating interactive AV titles we can see that
each approach has its own pluses and minuses. With the clip-based approach, the AV
title uses videos with real actors, and thus can take advantage of their artistic
performances. Also, there is no concern of making the actors’ appearance look life-like.
The drawback of the clip-based approach is a coarser granularity of

interaction then it is possible to achieve with the computer graphics approach, i.e.,
there is a limited set of video clips available to choose from and also each clip has to
be reasonably long. In the virtual world based approach, the range of behaviors for the
AV data can be much greater (thought still limited). Also the interaction itself can occur
at much shorter intervals as well as impact many;, if not all, aspects of the audio-visual
appearance of the story. On the downside, at present is not possible to make the
appearance of computer-generated video completely believable and also the story
does not benefit from artistic performances of real people.

The new MPEG-4 standard for encoding of AV information allows us to incorporate and
take advantage of both the clip-based and the computer-graphics based

approach to interactivity in the same MPEG-4 AV stream.



Object-based Interactivity
With MPEG-4 based interactive programs, the focus of user interactivity shifts from
stream level navigation to the object level navigation.
Instead of only switching playback from one video stream to another as it is done in
the clip-based approach, the viewer of an MPEG-4 title can also modify the
appearance of the AV contents derived from a single MPEG-4 stream.
With MPEG-4, the user can modify the composition of a scene as well as the
properties of individual AV objects within a scene. Specifically, the user can [24]
perform the following:
1) insert or delete an object in a scene,
2) change the transparency on a object,
3) change the location of an object and the size/scale of an object,
4) change other properties on an AV object, such as texture, color appearance,
viewing angle, etc.



The specific object properties that the user can and can not
modify depend on the encoding scheme used for that
object. MPEG-4 supports two general types of video
objects: natural and synthetic, which for better
understanding can be referred to as naturally encoded and
synthetically encoded objects. Natural video objects are
objects that contain 2D video information, the objects can
be of any shape, are encoded using an encoding scheme
similar to MPEG-2 and usually contain video information
that has been acquired through the use of a video camera.
Synthetic video objects can contain either 2D or 3D visual
information and are encoding using 2D or 3D mesh coding.
In case of 2D coding, the object’s visual information can be
either acquired from the real life or can be computer
generated. In the case of 3D mesh coding, the object’s
visual information is computer generated and may or may
not use real-live textures.

At present, for naturally encoded video objects it is possible
to manipulate the object’s transparency, scale as well as the
location of an object within a scene (see Figure 1).

For synthetically encoded video objects the interactive
capabilities are more advanced. The user can move, scale,
rotate synthetic objects, change the viewing direction in a
scene as well as change the object.s color and texture
properties.



Scripting Object Behaviors

In addition to the direct manipulation of the scene
composition and AV object’s properties by the user, an
MPEG-4 based interactive title can include scripted object
behaviors. Such behaviors would change the same types of
object properties that the user can change through direct manipulation, but do it in a
seamless way. For synthetically

encoded video objects, the range of possible object
behaviors can be the same as it is in the virtual world
approach to storytelling. For natural video objects the range
of behaviors would be more limited, as we have discussed
in the previous section. By including a engine responsible
for the selection of object behaviors, the MPEG-4 based
interactive title can achieve the same level of interactivity

as it can be done with the virtual world approach projects
(see Section 2). Furthermore, an MPEG-4 based title can
create interaction between computer generated and real-live
video objects (characters for example), which has
previously been only possible in high-cost Hollywood
productions.



4 INTERACTION STYLES IN MPEG-4 BASED

VISUAL PROGRAMMING

With the increase in interactive capabilities associated with
content-based encoded AV titles, it has become especially
important to use interaction styles and interaction devices
that would allow for efficient, non-ambiguous as well as
intuitive interaction which is important to create for a truly
emerging viewing experience.

Variations on the Point-And-Click Interaction style

The most typical interaction style that has been used in PC
video application as well as DVD and hyperlinked video
programs is point-and-click interaction. This type of
interaction can be found in the present-day DVD remote
control that allows the user to move from one button to the
next using the directional keys. Other such devices can be,
for example, a keyboard and a joystick, or a laser pen,
which is equivalent to a point-and-click mouse interaction
on a computer.

In an MPEG-4 program, where multiple video objects are
present on the screen at the same time, it becomes
especially important and challenging to make the viewer
aware of the possibilities for interactions. The user may
have to be made aware of the presence and the spatial
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Possible solutions to the "link-awareness" problem can
include semitransparent or flashing shapes/outlines within
the video, changes in the cursor, playback of an audio-only
preview of the destination video when the mouse is moved
over a linked space and others. In addition to being aware
of a link, the user has to also be made aware of a type of a
link. Some of the solutions for that include visualization by
convention (for example convention by color or shape) and
the use of icons, which can be derived from the video itself,
such as a screen shot, or can be an abstract representation
the video. The obvious drawback of all such solutions is
that they interrupt the flow of the presentation and require
the user to continuously pay attention to the extra shapes/colors on the screen.
We think that preserving the aesthetic integrity of a video
program should be always of the outmost importance in a
video title. Consequently, we believe that none of the
above suggestions should be used for interactive titles with
an artistic value, such as movie titles (thought some of
them can be used for video games).



The best approach to informing the user of the available
navigation choices would be to agree on some industry
conventions such as, for example, that a certain button on
the remote control accesses information about the object
and another button moves the object, etc. Also an
appropriate solution would be to either have a mode switch
or a navigation ticker stream. In case of a mode switch, the
viewer would be able to turn on and off a navigation map
that would show on top of the complete video area. With a
navigation ticker, which could be turned on and off as well,
symbolic representations of navigation commands that are
available at that time would appear at the bottom or on the
side of the video frame similarly to subtitles.

A significant benefit that MPEG-4 encoding brings to
point-and-click interaction with video is the ease of
creating the object-based hyperlinked navigation. In order
to create hyperlinked video interactivity we always have to
specify .hot-spots. that follow specific changing location
from one frame to the next as well as changing in shape
areas in a video stream. In MPEG-4 based titles the
creating of hot-spots for the video objects can be easily
accomplished by using the information about the shape and
location of an object that is included within the MPEG-4
stream syntax (see Figure 2).



Virtual Reality Device Interaction

Because MPEG-4 based programs can allow for high
degrees of manipulation of visual information (especially

3D synthetic objects), the use of virtual reality input

devices may be advantageous for some applications. These
types of devices can be for example sensing gloves, sensing
floor pad, body suites, as well as magnetic or optical
sensors that can be attached to a user [25]. However at this
point these devices are expensive, complex to set up and
use and at the present state of technology can not be
adopted in the mass market

Voice Command Interaction Style

Trying to go away from specific hardware devices for
interaction, some interactive storytelling systems have been
using voice commands to navigate video programs [26].
Using voice commands to navigate video instead of
pointing can be highly efficient and intuitive (given the
robust speech recognition / speech interpretation systems
and an appropriate social environment). Voice-based
interaction can be especially important in programs with
many interactive options available, such as MPEG-4 based
programs. However the use of voice to simply give
commands to the video program does not solve the linkawareness
problem, which is important to overcome in

order to achieve a trulv emeraina viewing experience.



Conversational Interaction

One style of user interaction stands apart from all others as
being the most intuitive and easy to use. This is
conversational interaction. In this type of interaction the
video program itself uses voice to invite the viewer to
interact with the program, where as the user may or may
not uses his voice to navigate the video. Based on the
responses or commands of the viewer the interactive video
unfolds.

Conversational interaction is native to the interactive
storytelling systems. It has been used in such works as the
OZ project [22, 23], where the user could talk with
animated characters, and in a clip-based storytelling project
Synthetic Interviews [17], where the user could have
conversations with prerecorded videos of an actor playing
Einstein.

Conversational interaction is especially important in the
context of MPEG-4 since it is highly appropriate to use
with MPEG-4 Face and Body Animation (FBA) objects.
FBA objects are a subset of MPEG-4 synthetic objects and
use either 2D or 3D mesh encoding as well as specific
facial and body models to facilitate animation.

With their embedded support for Text-to-Speech interface
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Hypervideo is where embedded in the video stream are clickable hyperlinks to
the Internet. (Source: The ITV Dictionary)



MPEG-4 builds on MPEG-2 by allowing for greater use of
multimedia/graphics within the video stream and for better compression. Its
standards are for use in digital television, interactive graphics and interactive
multimedia (which includes video.) MPEG-4 is expected to be a major
standard in the ITV realm. MPEG-4 delivers video quality as good as
MPEG-2 at about one-third less the bit rate. (Source: The ITV Dictionary)



