Assumption of Homoscedasticity

Homoscedasticity
(also referred to as homogeneity of variance)
(also referred to as uniformity of variance)
Transformations

Assumption of normality script

Practice problems



Assumption of Homoscedasticity

o1 Homoscedasticity refers to the assumption that that
the dependent variable exhibits similar amounts of
variance across the range of values for an
independent variable.

o While it applies to independent variables at all three
measurement levels, the methods that we will use to
evaluation homoscedasticity requires that the
independent variable be non-metric (nominal or
ordinal) and the dependent variable be metric
(ordinal or interval). When both variables are
metric, the assumption is evaluated as part of the
residual analysis in multiple regression.



Evaluating homoscedasticity

Homoscedasticity is evaluated for pairs of variables.

There are both graphical and statistical methods for
evaluating homoscedasticity .

The graphical method is called a boxplot.

The statistical method is the Levene statistic which
SPSS computes for the test of homogeneity of
variances.

Neither of the methods is absolutely definitive.



Transformations

1 When the assumption of homoscedasticity is not
supported, we can transform the dependent variable
variable and test it for homoscedasticity . If the
transformed variable demonstrates
homoscedasticity, we can substitute it in our
analysis.

1 We use the sample three common transformations
that we used for normality: the logarithmic
transformation, the square root transformation, and
the inverse transformation.

o All of these change the measuring scale on the
horizontal axis of a histogram to produce a
transformed variable that is mathematically
equivalent to the original variable.



When transformations do not work

1 When none of the transformations results in
homoscedasticity for the variables in the
relationship, including that variable in the analysis
will reduce our effectiveness at identifying statistical
relationships, i.e. we lose power.



Problem 1

In the dataset G552000.sav, is the following

statement true, false, or an incorrect application
of a statistic? Use 0.01 as the level of significance.

Based on a diaghostic hypothesis test for

A WN -

homogeneity of variance, the variance in "highest
academic degree” is homogeneous for the
categories of "marital status.“

True

True with caution

False

Incorrect application of a statistic



Request a boxplot

GSS2000.say - SPSS Data Editor
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Specify the type of boxplot

First, click on the Simple
style of boxplot to highlight
it with a rectangle around

the thumbnail drawing.

Second, click on the Define
button to specify the
variables to be plotted.

x

a%a Simple Define
Cancel
@ #| Clustered Help

Data in Chart Are

% Summaries for groups of cases
" Summaries of separate variables




Specify the dependent variable

@ speduc
S
@ padeg

@ madeg

First, click on t
dependent variable
to highlight it.

=

=

Category Axis:
2] |

: Define Simple Boxplot: Summaries for Groups of Cases X|

Variable: K

arrow button o move the
dependent variable to the
Variable text box.




Specify the independent variable

: Define Simple Boxplot: Summaries for Groups of Cases x|
A) caseid i_] : Variable: 0K
@ wrkstat P | degree
Faste
@ hrsl
B wrkslf Category Axis: Reset
@ wikgovt m | =
@ prestg80 il

. Help
@ divarce L‘ » ;- ool

Second, cli

n the right
- . arrow button to move the
!=|rst, SHES O s independent variable to the
independent Cat Axis text b
variable to highlight ategory Axis text box.
it.




Complete the request for the boxplot

: Define Simple Boxplot: Summaries for Groups of Cases 5_]

@( caseid i] : Vétiablez 0K

@ wrkstat > I ® degree Past

@ hrs SE

@ wkslf Category Axis:

@ wikgovt 4 ®

@ prestg80

% dlj-force ~| Label Cases by:

b wirnwer] L || boxplot, click on

the OK button.
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RS HIGHEST DEGREE

The boxplot

Each red box shows the middle

50% of the cases for the group,

indicating how spread_out the
group of scores is.
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If the variance across
the groups is equal, the
height of the red boxes
will be similar across the
groups.

If the heights of the red
boxes are different, the
plot suggests that the

variance across groups
is not homogeneous.

The married group i
more spread out than
the other groups,
suggesting unequal
variance.




. Request the test for homogeneity of variance

GSS2000.say - SPSS Data Editor 3 =10] x|
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Specify the independent variable

: One-Way ANOYA ] X|

@ wrkstat £:| Dependent List: v
@ hrsl . T
@ wrkslf » Rt
@ wikgowvt Reset
@ prestgs0
0 Cancel
® divarce Factor: Help
@ widowed » |
@ spwiksta
@ sphrsi -
& spwikslf ;] Contrasts... I Post Hoc... Options...

First, click on
independent
variable to highlight
it.

Second, cli n the right
arrow button to move the
independent variable to the
Factor text box.




s Specify the dependent variable

Second, click on the right
arrow button to move the
dependent variable to the
Dependent List text box.

First, click on the
dependent variable
to highlight it.

: One-Way ANOVA ]

@ agekdbm - Dependent List: oK

'::39 educ i
@ paeduc ’

® speduc

® padeg Factor: Help
® madeg » I@ marital
@ spdeg
@ sex -
& iace L] Contrasts... I Post Hoc... Options...

@ maeduc Reset

0 Cancel




The homogeneity of variance test is an option

x
@ agekdbm -] Dependent List: 0K
’9 paeduc e P SEE Paste
#® maeduc
@ speduc Reset
® degree
@ padeg Cancel
® madeg Factor: Help
’9 spdeg b | | ® maiital
@ sex
@ race .

@ res1B ;' Contrasts... I Post Hoc... | Options...

Click on the Optigfie=
button to open the options
dialog box.
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Specify the homogeneity of variance test

One-Way ANOYA: Options 1

First, mark the
checkbox for the
Homogeneity of
variance test. All of
the other checkboxes
can be cleared.

X|

— Statistics

Continue

™ Descriptive

™ Fixed and random effects

[V Homogeneity of variance test
[~ Brown-Forsythe

[~ welch

[~ Means plot
Missing Values

{* Exclude cases analysis by analysis

" Exclude cases listwise

Cancel

Help

Second, cl
the Continue button
to close the options
dialog box.




Complete the request for output
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+ One-Way ANOYA _

@ agekdbmn
@ paeduc
® maeduc
@ speduc
@ degree
@ padeg
@ madeg
@ spdeg
@ sex

@ race
@ 1es16

=
=)

i

Dependent List:
#® educ
4
Factor:
b | | ® maiital
Contrasts... I Post Hoc...

Click on the OK
complete the re
homogeneity of variance
test through the one-way
anova procedure.
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Interpreting the homogeneity of variance test
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The null hypothesis for the test of homogeneity of
variance states that the variance of the dependent
variable is equal across groups defined by the
independent variable, i.e., the variance is homogeneous.

Since the probability associated with the Levene Statistic
(<0.001) is less than or equal to the level of

significance, we reject the null hypothesis and conclude
that the variance is not ho

The answer to the questio



The assumption of homoscedasticity script

GSS2000.say - SPSS Data Editor - O] X]
: Analyze Graphs I Utilities Window Help
Yariables... e
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An SPSS script to produce all File Info ’
of the output that we have _
produced manually is — Define Sets... : =
available on the course web | UseSets... prestg8l [ marital ﬂ
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run it to test the assumpti :
of linearity. N : 2
40 2 / Select RunBcript...
- from the Utilities
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menu.
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|« [ ]\ pata view £ Variable View [ KRR >
Run Script ISPSS Processor is ready | 4




Selecting the assumption of homoscedasticity
21 script

First, navigate to the folder containing your
scripts and highlight the script:
HomoscedasticityAssumptionAndTransformations.SBS

21
Look in: I l_) SCliptSAndS_'}ntaH :_' o= EF Desc[iption
L:\_ HomoscedasticityAssumptionAndTransformations, SBS _Tests nonmetric -
LinearityAssumptionAndTransformations.SBS :];?apljgg?;t
MissingDataCheck.SBS homogeneity of
MormalityassumptionandTransformations.SBS variance assumption

against a metric
dependent variable.

If the nonmetric

variable fails the test,
then the log, square v |

File name: HomoscedasticitydssumptiondndT ransformation Run

Cancel

Second, click on
the Run button
activate the script.




’ Specifications for homoscedasticity script

First, move the dependent
variable to the Dependent

(Y) Variable text bjx>\/ _

& Test for Assumption of Homogeneity of Yariance

— Data set: D:A2003_01_SW388R7A\SPSS5ProblemsyGSS2000.sav

Yariables in the Data Set: Dependent [Y] Variable:
WRKSTAT LABOR FRCE STATUS - &< |DEGREE RS HIGHEST DEGREE
HRS1 NUMBER OF HOURS WORKED LATT] — ~———

WRKSLF R SELF-EMP OR WORKS FOR S ,
WRKGOVT GOVT OR PRIVATE EMPLOYE Independent (<] Variables:
e B | EXPET T,
DIYORCE EVER BEEN DIVORCED OR SEI

\\

WIDOWED EVER BEEN WIDOWED
SPWRKSTA SPOUSE LABOR FORCE STa& .
Second, move the mdepengg?—r'
variable to the i
Variables text box.
Transformations: m\

SPHRS1 NUMBER OF HRS SPOUSE WDFLI
v Logarithmic v Delete output from previous commands
v Square Root
vV Inverse

\JY

v Delete transformed variables from data

oK |

The default output is to do all of th

transformations of the vadci
exclude some transformations from the Third, click o

calculations, clear the checkboxes. button to run the script.




. The test of homogeneity of variance

§% Outputl - SPSS Yiewer
File Edit Yiew Insert Format Analyze Graphs Utilities Window Help
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SR e ANOW A, - 3
= {E] Explore oneway
- Title
....... D Notes
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— Title
- @ Case Processing RS HIGHEST DEGREE
(g} Descriptives Levene
B El Logarithm of DEG Statistic df1 df2 Sig.
o Title 5.239 4 262 000
; (5] Boxplot
= {&] Explore —_

e Title

o\ Notes .

o] M The script produces the same output that w
- computed manually, in this examples

""""" £ of homogeneity of variances.

L& Desc

B {&] oneway : ' v
J | (] j »

Pivot Table is visible | ¥ |SPSS Processor is ready H 4
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Problem 2

In the dataset GS5S2000.sav, is the following statement true,
false, or an incorrect application of a statistic?

Based on a diaghostic hypothesis test for homogeneity of
variance, the variance in "highest academic degree” is not
homogeneous for the categories of "marital status.” However,
the variance in the logarithmic transformation of "highest
academic degree is homogeneous for the categories of
"marital status.”

1. True

2. True with caution

3. False

4. Incorrect application of a statistic



s Computing the logarithmic transformation

GS52000.say - SPSS Data Editor [ =10 x|
File Edit Yiew Data | Transform Analyze Graphs Utilities Window Help

"] Y. L
BIE'Q' I = Random Numb@eed... IJE-I %IQ—:E-I@ ‘
1: logwww Count...
caseid E:::::rize Al * hkalf |ﬁwrkgovt prestgB0 marital ﬂ
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Specifying the variable name and function

A -
: Compute Yariable [
T arget Variable: Numeric Expression:
IIogdegre =

Type & Label... l

First, in the target variable text box, type the name
for the log transformation variable “logdegre".
X|

A} caseid il ’
@ wrkstat _+| ;ILI ﬂﬂi] Functions: -

y /
@ hrsl _J ﬁ]ﬁl i'_S_’EJ L&G(variable ncases)

@ wikslf | =|==| 1]2]3] [LENGTH Third, click

@ wikgovt = 1lz2l3] on the up

@ prestgs0 A ] o || [INpumespn arrow button
P 'g sl ~1 (1] Delet LNGAMMA[numexpr) to move the
@ marital Eee 1 | LOWER(strexpr)

@ divg
Second, scroll down the list of functlons to
find LG10, which calculates logarit
values use a base of 10. (The logarithmic
values are the power to which 10 is raised
to produce the original number.)

the Numeric
Expression
text box.




- Adding the variable name to the function

x
T arget Yariable: Numeric Expression;
[logdegre - LG10[E) A
Type & Label... |
, > <
@ chids N
@® age g | <1>] 7]8]8] Functions: | 4
‘i% agekdbm | <=]>=] 4]5]8| LAG([variable, hcases) A
@ educ _xl _=J
@ paeduc ] &
@ maeduc
® speduc =i
0 Second, click ug the right arrow
fbpadeg button. SPSS will replace the
a . highlighted text in the function

(?) with the name of the variable.

First, scroll down the list of
variables to locate the
variable we want to
transform. Click on its name
so that it is highlighted.




- Preventing illegal logarithmic values

The log of zero is not defined mathematically. If
we have zeros for the data values of some cases

as we do for this variable, we a rreto-zrH
cases so that no case will have a value of zero.

: Compute ¥ariable

T arget Yariable: Numeric Expression:
IIogdegre - LG10[degree + 1)

To solve this problem, we
add + 1 to the degree
variable in the function.

Type & Label... l

@ childs = ()L -
i T |2l o] 7l8ls] Fucions [

‘@ agekdbrn | «=1>=] 4] 5] 8] LAG(variable,ncases) |
@ educ | =] 1]2]3] [LENGTHstrexpr

@ paeduc

'::ii; maeduc i —&-I I

& speduc = = Click on the OK

® degree button to complete

@ nadag If... the compute request.

@ madeg —

.;;;g spdea | 0K Paste Reset I ancel Help I




The transformed variable

29

GSS2000.sav - SPSS Data Editor

File Edit Yiew Data Transform Analyze Graphs Utilities Window Help

=10 |

=(R(8| B || D] =[] a Ele ElEE $lel|

The transformed variable which we

requested SPSS compute is sho
data editor in a column to the right of the

other variables in the dataset.

9

10

11 0

12

13 1
14

N

15
< [ » |\ Data view £ Variable View /[

Once we have the transformation

variable computed, we repeat the
“Boxplot” analysis using this

1: logdegre '0.8989?0004338019
emtime wwwiime | chattime netime z vat var ﬂ
1 2 2 0 5 699
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The boxplot

In this boxplot, the spread is the same for 3 of the 5
groups, which is an improvement over the original boxplot.

However, it is difficult to judge whether or not the problem
is solved based solely on the graphic. \

X
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MARITAL STATUS
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The homogeneity of variance test
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The null hypothesis for the test of homogeneity of
variance states that the variance of the transformed

dependent variable is equal across groups defined by the
independent variable, i.e., the variance is homogeneous.

Since the probability associated with the Levene Statistic
(0.075) is greater than the level of significance, we fail

to reject the null hypothesis and conclude that the
variance is homogeneous.

The answer to the questiofis tryye with caution.



“ Homogeneity of variance test from the script

§% Outputl - SPSS Yiewer
File Edit Yiew Insert Format Analyze Graphs Utilities Window Help
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33 Other problems on homoscedasticity assumption

o A problem may ask about the assumption of
homoscedasticity for a nominal level dependent
variable. The answer will be “An inappropriate
application of a statistic” since variance is not
computed for a nominal variable. Similarly, an ANOVA
cannot be calculated if the independent variable is
interval level and the answer will be “An inappropriate
application of a statistic.”

o A problem may ask about the assumption of
homoscedasticity for an ordinal level dependent
variable. If the variable or transformed variable
satisfies the assumption of homogeneity of variance,
the correct answer to the question is “True with
caution” since we may be required to defend treating
ordinal variables as metric.
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Steps in answering questions about the
assumption of homoscedasticity - question 1

The following is a guide to the decision process for answering
problems about the homoscedasticity of a variable:

ndependent variable is
non-metric? Dependent is

metric?
l Yes

Does the Levene statistic
support the assumption of
homoscedasticity?

Is the dependent variable
ordinal level?

Yes

No Incorrect application
of a statistic

No

False

True

True with caution



Steps in answering questions about the
35 assumption of homoscedasticity - question 2

The following is a guide to the decision process for answering
problems about the homoscedasticity of a transformation:

ndependent variable is
non-metric? Dependent is
metric?

Incorrect application
of a statistic

Does the Levene
statistic support the
assumption of
homoscedasticity for
transformed variable?

Does the Levene statistic
support the assumption of
homoscedasticity?

False

s the dependent
variable ordinal
evel?

True

l Yes

True with caution



