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Learning Outcomes

Outcome 1. Calculate and interpret the correlation between two variables.
Outcome 2. Determine whether the correlation is significant.
Outcome 3. Calculate the simple linear regression equation for a set of data and
know the basic assumptions behind regression analysis
Outcome 4. Determine whether a regression model is significant.
Outcome 5. Recognize regression analysis applications for purposes of
description and prediction.
Outcome 6. Calculate and interpret confidence intervals for the regression analysis.
Outcome 7. Recognize some potential problems if regression analysis is used

incorrectly.
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14 .1 Scatter Plots and Correlation

« Scatter Plot

— A two-dimensional plot showing the values for the joint
occurrence of two quantitative variables. The scatter plot
may be used to graphically represent the relationship
between two variables. It is also known as a scatter
diagram.

» Correlation Coefficient

— A quantitative measure of the strength of the linear
relationship between two variables. The correlation
ranges from -1.0 to + 1.0. A correlation of £1.0 indicates
a perfect linear relationship, whereas a correlation of O
Indicates no linear relationship.
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Two-Variable Relationships

(a) Linear (b) Linear (c) Curvilinear
Y e o 7 Y o) Y
® o @
° ° ) & o
@ @
2 ) @ . ®
@
@
e o @ &
E o
. .
e o ° & @
B =] 2
X 41X X
(d) Curvilinear (e) No Relationship (f) No Relationship
Y o0 0 Y 1 »]
L ® » . . .
® @ ® ° [ [ @ ®
= @ @ " @ -
& ®
e o ® @ ° " ® - ®
@
o
@ © @
®
@ @
@
X 41X X

’p Pearson ALWAYS LEARNING Copyright © 2018 Pearson Education, Ltd.



Scatter Plot — Example Using Excel
2016

The director of marketing for Midwest Distribution
Company is concerned about the rapid turnover in
her sales force. In the course of exit interviews,
she discovered a major concern with the
compensation structure. At issue is the relationship
between sales and number of years with the
company. The data for a random sample of 12
sales representatives was used for analysis.

Objective: Use Excel 2016 to first create a scatter
plot using the data file Midwest.xlIsx.
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Scatter Plot — Example Using Excel
2016

Midwest - Excel = - m X
Page Layout Formulas Review View Google Drive PHStat Q Tell me... Sign in ,Q,_ Share
'“'D 36 Arial o ~|A A = = - %o/,v E:’ General v F@Conditional Formatting ~ %mlnsert v Z v é p
Em - $ - % * [4FormatasTable~ £X Delete ~  [¥] ~ _
Paste . B I U~ . H A === E3= S — ~ Sort& Find &

: ~ L - S S e 00 5.0 (27 Cell Styles ~ (= Format ~ " Filter~ Select ~
Clipboard & Font P Alignment e Number P Styles Cells Editing ~
C1 ¥ Je ut

A ‘ B C D E = G H | A, K L [«
1| Sales | Years with Midwest | |
2 487 3
3 445 5 -
8| 22 : Sample Data: Sales and
6 | 187 2 I 1
51 1o Z Years With Midwestern
8 346 7
9 238 1
10| 312 4
1 269 2
12 655 9
13 563 6
14 \ ‘
15 | I~
Data | Description ©) ¢ g
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Scatter Plot — Example Using Excel
2016

FIGURE 14.3 Excel 2016 Scatter Plot of Sales vs. Years with Midwest Distribution
Excel 2016 Instructions

1. Open file: Midwest.xIsx. 700 ~

2. Move the Sales column to the »
right of the Years column. €00

3. Select data to be used in the ®
chart. 400

4. On the Insert tab, click
Scatter (X, Y) or Bubble
Chart, and then click the
Scatter option. -

5. Use the Design tab of Chart @
Tools to add titles and i 2
remove the grid lines.

6. Use the Design tab of Chart
Tools to move the chart to a
new worksheet.

Sales and Years(Scatterplot)

400

Sales
<

100 4

Years with Midwest

The relationship between Sales and Years
With Midwestern appears to be positive and
linear.
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The Correlation Coefficient

« Sample Correlation Coefficient:

2D =)
VI & = D[y — )2

 Algebraic Equivalent:

o n. Xy — DX Zy
VInG x2) — O x)2][n(Cy?) — (Oy)?]

r - Sample correlation coefficient

n - Sample size

x - Value of the independent variable
y - Value of the dependent variable
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The Correlation Coefficient

The Correlation Coefficient measures the strength of the
linear relationship between two variables.

-1.0 <r < +1.0

r close to 1.0 implies a strong positive linear relationship

r close to -1.0 implies a strong neqgative linear relationship

r close to 0.0 implies a weak linear relationship
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Correlation between Two Variables
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The Correlation Coefficient -
Example

The company is studying the relationship between sales (on which
commissions are paid) and number of years a sales person is with the
company. A random sample of 12 sales representatives is collected.
Compute the correlation coefficient.

700 -

600 -

500 -

Sales

300 -

200 -

100 -
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The Correlation Coefficient —
Manual Calculation Example

Sales Years
y x x=XK y-y (-%y-%9 (x-x? v - v
487 3 -1.58 82.42 -130.22 2.50 6.793.06
445 5 0.42 4042 16.98 0.18 1.633.78
272 2 -2.58 -132.58 342.06 6.66 17,577.46
641 8 3.42 236.42 808.56 11.70 55.804.42
187 9, -2.58 -217.58 561.36 6.66 47.341.06
440 6 1.42 3542 50.30 2.02 1,254.58
346 7 2.42 -58.58 -141.76 5.86 3.431.62
238 I -3.58 -166.58 596.36 12.82 27.748.90
312 4 -0.58 -02.58 53.70 0.34 8.571.06
269 2 -2.58 -135.58 349.80 6.66 18.381.94
655 9 442 250.42 1.106.86 19.54 62.710.18
563 6 1.42 158.42 224.96 2.02 25.096.90
>, =488y > =55 > = 3,838.92 > =7692 3 = 276,434.92

Using Equation 14.1,

Sx-D -y 3,838.92

Vi -3y -9  V(76.92)(276.434.92)
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The Correlation Coefficient —
Example Using Excel 2016

. rAI™ B R &= fidwest.xlsx - Microsoft Exce
1. Open file: X U 7 T A
. Home Insert Page Layout Formulas Data Review View Developer Add-Ins
Midwest.xIsx. i 2 " =
Arial rite A A | = == = Wrap Text General
2. Select Data > e oy ¢ Ak e i | B ;
0 # Format Painter B 7 U- N A~y EE=|4EIE | EMergeulenter~ | $ ~ % 2 | %) 5%
Data AnaIySIS- Clipboargo - Font ~1~:_mr1ent Mumber
3. Select M15 - E|
Correlation. z 5 5 D e -
4. Define the data ; S:E;(;s | Yearswitg Midwest | — Sales 1 Years with Midwest
ales
l’ange- 3 445 5 Years with Midwest C 08325) 1
1 4 272 2
5. _CI|CI_< on Labels - :
in First Row. 6 187 2
6 S f t t 7 440 5]
- OPECITy outpu 8 | 345 7
choice. 190 gfg 1
7. Click OK. 11 260 2
12 655 9
13 563 8]

Note: Data are taken from previous example.
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Significance Test for the Correlation

* The Null and Alternative Hypotheses:

Hy: p = 0 (no correlation)
H 4: p + 0 (correlation exists)

o Test Statistic for Correlation:

p - Population correlation coefficient
o r t - Number of standard errors r is from O
1 — 2 r - Sample correlation coefficient
e— n - Sample size
df =n — 2 - Degrees of freedom

* Assumptions:
— The data are interval or ratio-level.

— The two variables (y and x) are distributed as a bivariate normal
distribution.
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Significance Test for the Correlation -
Example

Midwestern Example

Hypotheses:

Hy: p =0 (no correlation)

Hyp#0
a=0.05
- = B L df=n-2=10
Years with ‘

1 Sales MldweSt Rejection Region Rejection Region
Sales 1 ; /2 =0.025 D 005
Years with

3 |Midwest 0.8325 1 0,005 = —2.228 o005 = 2.228

The calculated ¢-value is
__r 0835
t_\/l—rz ~ [1-0.6931
n—=2 4 10

=4.752
Decision Rule:
If t > 1y gp5 = 2.228, reject H,,.
If t < —tg 0p5 = —2.228, reject H,.

Otherwise, do not reject H,.
Because 4.752 > 2.228, reject H,,.

Based on the sample evidence, we conclude there is a significant positive
linear relationship between years with the company and sales volume.
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The Correlation Coefficient —
Example

A money management company is interested in
determining whether there is a positive linear
relationship between the number of stocks in a
client’s portfolio and the portfolio annual rate of
return. A sample of n=10 clients has been selected.
The sample data are:

Number of Stocks Rate of Return

Scatter Plot
9 0.13
16 0.16
25 0.21 < T
o @ ?
16 0.18 =R o ?
< 0.15 ®
20 0.18 = ° w
< . @
16 0.19 g 0d
20 0.15
20 0.17
16 0'13 ’ 0 5 10 15 20 25
9 0.11 Number of Stocks in Portfolio
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The Correlation Coefficient —

Example
Number of Stocks Rate of Return
Number of Stocks 1 ' = 0.780
Rate of Return 0.780 1
H :p=0.0 (= == 0.780 ==3.53
1-r 1-0.780
"D >
Hyip=z00 n-2 \/ 10-2
a =0.05

Sincet=3.53 > t0.0S,df:S —1.8595 reject the null hypothesis.
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Scatter Plot and Correlation
Coefficient — Example Using Excel

- HOME - PAGE LAYOUT FORMULAS DATA REVIEW VIEW

ONLINE [Compatibility Mode] - Exce

) = ayis = 8
B B D d O B al @ 1? 15
PivotTable Recommended Table Pictures Online Shapes SmartArt Screenshot oy 11 40 0c Bing People Recommended = PivotChart
PivotTables Pictures v v o Maps Grap Charts ¥
Tables Illustrations Apps
H S~ v o [Q.0 ‘ |
Chart 3 v 'f‘ e%0q é 204
A B C D E F G H J K
Customer | 1 R
Account Time |Purchases
1 | Number (Minutes) % | Bubble
21 2 | o | 29 A random sample of 51 customers who made o, |9,
4 79902 15 78 177 on-line purchases last quarter from an Internet ’G
5| 85784 | 7570 207 retailer. The quarterly purchases (rounded to [ More Scatter Charts..
‘75 ggg;g 1242183 3(7] the nearest $) for each customer and the —
s | 60330 | 2323 | 336 amount of time spent viewing the retailer's
9 | 10702 | 28593 364 catalog (in minutes) last quarter are recorded.
10 6368 597 281
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Scatter Plot and Correlation
Coefficient — Example Using Excel

Scatterplot
400
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Scatter Plot and Correlation
Coefficient — Example Using Excel

FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW
(2] Connections & Clear ¥
Fomneaen |l [E18] | ‘e Ea f
e e 7| Sot  Filter SR Textto F
{it Li *"l Y, Advanced  Columns
Get External Data Connections Sort & Filter .
5 E Using the
= f Data Analysis
v .‘.
A B C | D | E | F | G | H | | | J A TOOI for
12 27378 212 .46 302 I I |n h
13 97299 229 68 260 fCorrelation ? X4 \‘ caicu at g t €
14| 65737 8.68 22 correlation
15 78745 185.31 225 Input
16 52943 25 33 75 Input Range: SBS1:5CS52 Coeﬂ:l cle nt
17| 18225 10455 202 '
: Grouped By: @ Columns

18 94205 50.27 187 ® Rows
19 91908 128.32 142 o =2
20 38996 78.19 216 V] Labels in First Row
21 67406 144 .20 156 Output options
22 94791 150.97 287 B e ‘ e
23| 76076 76.93 214 St
24| 67091 105.34 183 © New Worksheet Ply: SEEEREIL
25 91924 136.62 238 (") New Workbook
26 83629 14 .91 128
27| 50371 79.72 111 . ’
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Scatter Plot and Correlation
Coefficient — Example Using Excel

A B & D

1 Time (Minutes) Purchases ($)

2 Time (Minutes) 1

3 Purchases ($) 0.756 1

,_-1
H :p=0.0 f=— = 0.76 — =808

1—-r 1-0.756

H,:p#0.0 - \/ 517
o =0.05

Since t = 8.08 > £, 45 sr_49 = 2.0096 we reject the null hypothesis
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Correlation Analysis - Summary

« Step 1: Specify the population parameter of interest

« Step 2: Formulate the appropriate null and
alternative hypotheses

« Step 3: Specify the level of significance

« Step 4: Compute the correlation coefficient and the
test statistic

« Step 5: Construct the rejection region and decision
rule.

« Step 6: Reach a decision
« Step 7: Draw a conclusion
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14.2 Simple Linear Regression
Analysis

A statistical method that is used to describe the linear
relationship between two variables in the form of a
straight that passes through the points on a scatterplot

Sales and Years (Scatterplot)

Sales

4 5 6
Years with Midwest
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Simple Linear Regression Analysis

* When there are only two variables - a dependent
variable, and an independent variable, the
technique is referred to as simple regression
analysis

* When the relationship between the dependent
variable and the independent variable is linear,
the technique is simple linear regression
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Dependent and Independent
Variables

Dependent Variable — A variable whose values are
thought to be a function of, or dependent on, the values of
more or more other variables. This dependent variable is
referred to as the y variable and is placed on the vertical
axis of a scatterplot.

The Independent Variable — A variable whose values are
thought to influence the values of the dependent variable.
Independent variables are also called explanatory
variables. The dependent variable is referred to as the x
variable and is placed on the horizontal axis of a
scatterplot.
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The Regression Model

 Population Model:

Yy = o+ p1x+ €

y - Value of the dependent variable

x - Value of the independent variable

Bo- Population’s y intercept

f1- Slope of the population regression line
¢ - Random error term
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Linear Regression Assumptions

1. The random errors, ¢ , are statistically independent

2. For each value of x there can exist many possible
values of y and the distribution of y values is normally
distributed.

3. The distributions of errors have equal variances for all
possible levels of x

4. A straight line, called the population regression model
(equation) will pass through the mean of the possible y
values for all levels of x
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Linear Regression Assumptions —
Visual Representation
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Meaning of the Regression Coefficients

» Regression Slope Coefficient, 54

— Measures the average change in the value of
the dependent variable, y, for each unit
change in x

— Can be either positive, zero, or negative

* The Population’s y Intercept, S,
— Indicates the mean value of y when x is O
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Estimates of the Regression
Coefficients

N

y=b +bx

where .

y = estimated value of the dependent variable for a given value of x
b, = estimate of the true population regression slope coefficient

b = estimate of the true population y intercept

How do we determine the values for b and b, ?
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Regression Line Examples

700 700
[ ]
5 600 . * 2 000 |  §=250+40x
= =
§ 500 o 5 500
: = :
ﬁ 400 : ﬁ 400
% 300 o < 300
g ° g .
$ 200 o g 200 °
5]
“ 100 $ =450 + Ox “ 100
0 x 0
o 1 2 3 4 5 6 7 8 9 10 o 1 2 3 4 5 6 7 8 9 10
(a) Years with Company (b) Years with Company
700 2
= 600 y =150 + 60x
=
g 500
é 400
* 300
£
2 200
2
& 100
0
0 1 2 3 4 5 6 7 8 9 10
(c) Years with Company

Which Regression Line is Best? Examine Regression Errors

Slide - 31
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Computation of Regression Error -
Example

700 2

600 $ =150 + 60x

n
-
)

N
)
(=)

Sales (in $Thousands)

|
|
| Residual = 312 — 390 = —78
|
|
|
|

0 1 2 3 - 5 6 7 8 9 10
Years with Company
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Least Squares Criterion

* The criterion for determining a regression
line that minimizes the sum of squared
prediction errors (residuals)

n
min[z (@ 2 ] Sum of Squared Residual (Errors) = SSE
i=1

Residual

» Residual: The difference between the
actual value of the dependent variable and
the value predicted by the regression
model.

’!) Pearson ALWAYS LEARNING Copyright © 2018 Pearson Education, Ltd.



Computation of Regression Residuals
— Trial-and-Error Example

Squared
<: 450 *D Residuals
Residual *

X y y y-y v - y)?

3 450 487 37 1,369

700 3 5 450 445 -3 25
3 60 . 2 450 272 ~178 31,684
§ 500 . .. 8 450 641 191 36,481
Z 400 . 2 450 187 ~263 69,169
g™ ;e 6 450 440 10 100
1. ’ s | ol 450 346 ~104 10,816
, | y 450 238 —212 44,944

g T TESSSETEEE 3 450 312 ~138 19,044
2 450 269 ~181 32,761

9 450 655 205 42,025

()

| 450 563 113 2
Sum of Squared Residuals (Errorg) = X = 301,187
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Computation of Regression Residuals

— Trial-and-Error Example

Residual

x y y y-y
3 370 487 117
5 450 445 -5
700} 2 330 272 —58

- 600 ’
5 8 570 641 71
£ 200 2 330 187 —143
% 300 6 490 440 —50
_ .:3 7 530 346 —184
. .1 290 238 —52
. 0o 1 2 .‘;.m:“m.:(_m::pa"“? 8 9 10 4 410 312 — 08
2 330 269 —61
9 610 655 45
6 490 563 73

Squared
Residuals

(v — y)?
13.6890
25
3.364
5.041
20.449
2.500
33.856
2.704
0.604
3.721
2.025
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Computation of Regression Residuals
— Trial-and-Error Example

¥ = 150 + 60x Squ_ared
Residuals

Residual
X y y - Y (v - 9)2
3 330 487 157 24,649
o 5 450 445 -5 25
| e 2 270 272 2 4
- - 8 630 641 1 121
£ 400 2 270 187 —83 6,889
Z 30 6 510 440 -70 4,900
3 7 570 346 —-224 50,176
o L 210 238 28 784
R Ar LA LR 390 312 —78 6,084
2 270 269 -1 |
9 690 655 -35 1,225
6 510 563 53 2.809

< _,i\" = 97,667 >
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Least Squares Criterion

We need a more direct approach than trial-and-error! The
answer lies in finding the slope and intercept such that the
sum of squared residuals is minimized for the sample data.

y
Sum of Squared €00
600 ¥ =150 + 60x

Sales (in $Thousands)

Residual = 312 - 390 = -78

The least squares equations: | 2=y

0 1 2 3 4 5 6 7 8 9 10

n
Z (xl_ )_C )(J/l — y) Years with Company
i=1

b ==—
> (x—x)°
i=1
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Least Squares Equations — Manual
Calculations Example

y X x-X) (y-¥) (x-X)Ny-¥) (x—x)

487 3 -1.6 82.4 -131.84 2.56

445 5 0.4 40.4 16.16 0.16

212 2 -2.6 -132.6 344 .76 6.76

641 8 34 236.4 803.76 11.56

187 2 -2.6 -217.6 565.76 6.76

440 6 14 354 49 .56 1.96

346 7 2.4 -58.6 -140.64 576

238 1 -3.6 -166.6 599.76 12.96

312 4 -0.6 -92.6 55.56 0.36

269 2 -2.6 -135.6 35256 6.76

655 9 44 250.4 1101.76 19.36

563 6 14 158.4 221786 1.96

y =404.6 X=46 > =383892 > =76.92

Y (x=X)(y-¥) 1838 00
b = =" =4991 b =y—-bx = 404.6-(49.91)(4.6) =175.01
S (x- %) 76.92

i=l1
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Estimated Regression Equation -Example

. 2= =) | 3838.92
- _

i (x— %) 76.92
i=1

=4991 ) —

o

_bX = 404.6—(49.91)(4.6) =175.01

<

y=175.01+49.91(x)

Midwestern Company

Years With Company
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Minimum Sum of Squares
Residuals-Example

y X y y—y (y-)
487 3 324.74 162.26 26328.31
445 <. 424 56 20.44 417.79
272 2 274.83 -2.83 8.01
641 8 574.29 66.71 4450.22
187 2 274.83 -87.83 771411
440 6 474 47 -34.47 1188.18
346 7 524 .38 -178.38 31819.42
238 1 224 .92 13.08 171.09
312 4 374.65 -62.65 3925.02
269 2 274 83 -5.83 33.99
655 9 624 .2 30.8 948.64
563 6 474 47 88.53 7837.56

Q: 84,842 35

The Least
Squares
equations
minimize SSE

‘P Pearson ALWAYS LEARNING
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Excel 2016 Regression Results

. - A [ B C ] D [E | F G
1. Open file. 1 [SUMMARY OUTPUT
2. Select Data > 3 Regression Statistics . P D
. 4 |Multiple R 08325 miIn Z — =84.834 .29

Data Analysis. 5 |R Square 0.6931 : (y=2) ?

3. Select Regression. 6 |Adjusted R Square  0.6624 i=1
. 7 |Standard Error 92.1055

4. Define y and x 8 |Observations 12

variable data range. 10 |ANOVA
5. Select Labels. 1 ' df SS Kﬂs F___Significance F

g 12 [Regression 1 191,600.62 9160062  22.59 0.0008

6. Select Residuals. 13 |Residual 1 8,483.43
7 11 54343

. Select output 4] %
Coefficients Standard Error

t Stat P-value Lower 95% Upper 95%

location. 1%/

: Intercept 175.8288 54.9899 31975 00095  53.3037 298.3539
8. Click OK. 1 499101 ) 10.5021 47524 00008 265100 73.3102

19

20

21 servation Predicted Residuals

27 1 325.56 161.44

23 2 42538 19.62

2% 3 27565 -3.65

y=175.83+49.91(x)

Copyright © 2018 Pearson Education, Ltd.

(Regression results differ slightly from
manual calculations due to rounding.)
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Test for Significance of the
Regression Slope Coefficient

» Hypotheses:

Holﬁlzo
HA:lgl#:O

* A slope of 0 would imply that there is no
linear relationship between x and y
variables and that the x variable, in its
linear form, is of no use in explaining the

variation in y.
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Test Statistic for Test of the
Significance of the Slope Coefficient

* Hypotheses:

Holﬁlzo
HA:ﬁli()

e Test Statistic:

b, - Sample regression slope coefficient
e B+ - Hypothesized slope (usually ;= 0)

t = , df =n —2 sp, - Estimator of the standard error of the slope
by

H, :u<25 He:-- =16

H,:p>25 ’;’Az‘{)‘jl’gl(’

Test Statistic Test Statistic

Xx—u 1593-16
= = =267 t= = =-0.56
Standard Error = o = % . o 3 S 0.50

N N 7} NRIT:

Point Estimate = x
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Standard Error of the Slope

» Simple Regression Estimator for the
Standard Error of the Slope:

Se

Sp, =

T YO — %)?

sp,~ Standard deviation of the regression

slope (standard error of the slope)
s. - Sample standard error of the estimate
s (the measure of deviation of the actual
\;‘ = - 5 y-values around the regression line)

’P Pearson ALWAYS LEARNING Copyright © 2018 Pearson Education, Ltd.
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Standard Error of the Slope

Sample 3

i

Sample 1

A
\

E(y) =8, + B;x

Large Standard Error

Small Standard Error
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Standard Error of the Slope-

Example

A A | B | & | D (e | R | G [

1 |SUMMARY OUTPUT

3 Regression Statistics .
4 [Multiple R 085 S, = = Standard Error of the Estimate
5 |R Square 0.6931

6 |Adjusted R Square 0.6624 MSE

7 |Standard Error < 92.1055

8 |Observations 12

10 |ANOVA

11 df SS MS / F__ Significance F

12 |Regression 1 191,60062 19160062 / 2259 0.0008

13 |Residual 10 84,834.29 8,483.43 /

14 |Total 11 276,434.92

16 Coefficients Standard Error  t Stat P-value Lower 95% Upper 95%

17 |Intercept 175.8288 3.1975 0.0095 53.3037 298.3539

18 |Years with Midwest ~ 49.9101 4.7524 0.0008 265100 73.3102

19

20 [RESIDUAL OUTPUT S

21 Observation Predicted _Residuals S, = |==———5 = Standard Error of Slope Coefficient
22 1 32556 161.44 "N D (x-%)

23| 2 425.38 19.62

24 | 3 275.65 -3.65
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Test Statistic for Test of the
Significance of the Slope Coefficient

H, :B,=0.0
H,:B #0.0
a =0.05
Hy: 1 =0
H/I:Bl i()

Test Statistic

_b-B _4991-00_

s, 105021

4 A | B | C | D | E. | F | G |
1 |SUMMARY OUTPUT

3 Regression Statistics

4 |Multiple R 0.8325

5 |R Square 0.6931

6 |Adjusted R Square 0.6624

7 _|Standard Error 92.1055

8 |Observations 12

10 |]ANOVA

11 df SS MS F Significance F
12 |Regression 1 191,600.62 191,600.62 22.59 0.0008
13 |Residual 10 84,834.29 8,483.43

14 |Total 11 276,434.92

Coefficients Standard Error

t Stat

P-value Lower 95% Upper 95%

17 |Intercept 175.8288 54.9899 0.0095 53.3037 298.3539
18 |Years with Midwest 49.9101 10.50 4.7524 Q)OOS 26.5100 73.3102
19

20 |RESIDUAL OUTPUT

21 Observation Predicted | Residuals

22| 1 325.56 161.44

23| 2 425.38 19.62

24 | 3 275.65 -3.65
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Test Statistic for Test of the
Significance of the Slope Coefficient

Hypotheses:
HO: ﬂl = 0

HA:BI =0
o= 005

df=12-2=10

Rejection Region
a/2=0.025

Rejection Region
a/2=0.025

—10'025 = —2228 0 !0025 = 2228

The calculated 1 is
tm b,- B, _4991-0

= =4752
Sb, 10.50

Decision Rule:
Ift> tg0p5= 2.228, reject H,,
Ift < —tg 025 =—2.228, reject H,
Otherwise, do not reject H,

Because 4.752 > 2.228, we reject the null hypothesis and conclude
that the true slope is not 0. Thus, the simple linear relationship that
utilizes the independent variable, years with the company, is useful in
explaining the variation in the dependent variable, sales volume.
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p-value for Test of the

Significance of the Slope Coefficient

H, :B,=0.0
H,:B #0.0
o =0.05

A A | B | C | D | E. | F | G |
1 |SUMMARY OUTPUT

3 Regression Statistics

4 |Multiple R 0.8325

5 |R Square 0.6931

6 |Adjusted R Square 0.6624

7 _|Standard Error 92.1055

8 |Observations 12

10 [ANOVA

11 df SS MS F Significance F

12 |Regression 1 191,600.62  191,600.62 2259 0.0008

13 |Residual 10 84,834.29 8,483.43

14 (Total 11 276,434.92

16 Coefficients Standard Error  t Stat P-value Lower 95% Upper 95%
17 |Intercept 175.8288 54.9899 3.1975 53.3037 298.3539
18 |Years with Midwest ~ 49.9101 10.5021 4.1624 0.0008 5100 73.3102
19

20 |RESIDUAL OUTPUT

21 Observation Predicted | Residuals

22| 1 325.56 161.44

23| 2 42538 19.62 p-value

24 | 3 275.65 -3.65

Because p-value = 0.0008 < alpha/2 = 0.025, reject H_
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Review: The Correlation Coefficient
— Manual Calculation Example

Sales Years
y x x=XK y-y (-%y-%9 (x-x? v - 7)?
487 3 -1.58 82.42 -130.22 2.50 6.793.06
445 5 0.42 4042 16.98 0.18 1.633.78
272 2 -2.58 -132.58 342.06 6.66 17,577.46
641 8 3.42 236.42 808.56 11.70 55.804.42
187 9, -2.58 -217.58 561.36 6.66 47.341.06
440 6 1.42 3542 50.30 2.02 1,254.58
346 7 2.42 -58.58 -141.76 5.86 3.431.62
238 I -3.58 -166.58 596.36 12.82 27.748.90
312 4 -0.58 -02.58 53.70 0.34 8.571.06
269 2 -2.58 -135.58 349.80 6.66 18.381.94
655 9 442 250.42 1.106.86 19.54 62.710.18
563 6 1.42 158.42 224.96 2.02 25.096.90
> =4855 D =55 > = 3.838.92 > =7692 I = 276,434.92

y=—==-D - 40458) ¥=""=T"=458

Using Equation 14.1,

Sx-D -y 3,838.92

Vi -3y -5 V(76.92)(276,434.92)
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Sums of Squares

700 2

600
g 500
g A0 -
= y=404.58
T B0 g e
5 The portion of the total variation
w200 o in the dependent variable that is

100 | 3122y e)fplalnefl by its relatlons.hlp

with the independent variable
0 i I
0 1 2 3 4 S 6 7 8 9 10

Years with Company

P Pearson ALWAYS LEARNING Copyright © 2018 Pearson Education, Ltd. Slide - 51



Sums of Squares

» Total Sum of Squares:

n

Sum of Squared
Residual (Errors) =

SST =) (vi—¥)? SSE

n - Sample size

y; - ith value of the dependent variable

y - Average value of the dependent variable

y; - it predicted value of y given the it" value of x

SST =SSR + SSE
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Sums of Squares - Example

Adjusted R Square 06624

Standard Error

4
1]
3

£ |
Bl
6
U

S S R \'i Observations

A | B C D L= F | G
SUMMARY OUTPUT
Regression Statistics .
Multiple R 0.8325 S, = SSE = Standard Error of the Estimate
R Square 0.6931

11 ﬂ\gg* SS MS F__ Significance F
12 |Regression 191,600.62 191,600.62 22.59 0.0008
13 |Residual 1 84,834.29 8,483.43
14 | Total e 276,434.92

SS E b 16 icients Standard Error _ t Stat  P-value  Lower 95% Upper 95%
17 |Interce 175.8288 54.9899 3.1975 0.0095 53.3037 298.3539

/ rs with Midwest  49.9101 10.5021 4.7524 0.0008 26.5100  73.3102
19
20 |RESIDUAL OUTPUT
S S T 21| Observation Predicted = Residuals

22 1 325.56 161.44
23 2 425.38 19.62
24 3 275.65 -3.65

SST =SSR + SSE
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The Coefficient of Determination R?

» The portion of the total variation in the
dependent variable that is explained by its
relationship with the independent variable

SSR - Sum of squares regression
SSR SST - Total sum of squares

Z
i S & 0<R*<10

» Coefficient of Determination for the Single
ndependent Variable Case

oy r - Sample correlation coefficient
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The Coefficient of Determination R?

V. A | B G D | | F G |
1 |SUMMARY OUTPUT
3 Regression Statistics
4 |Multiple R 0.8325 SSR 191.600.62
5 |R Square 2= = ¢ =0.6931
6 |Adjusted R Square  0.6624 SST  276.434.92
7_|Standard Error 92.1055.  This means 69.31% of variation in the sales data can
8 |Observations 12 pe explained by the linear relationship b/w sales and
10 |ANOVA years of experience.
11— ar —S55——_ MS = Significance F
Q2 [Regression 1 91,600.62 22.59 0.0008
13 |[Resi - 8,483.43
@ 276,434.92
16| oefficients Standard Error t Stat P-value Lower 95% Upper 95%
17 |Intercept 175.8288 54.9899 3.1975 0.0095 53.3037 298.3539
18 |Years with Midwest ~ 49.9101 10.5021 4.7524 0.0008 26.5100 73.3102
19
20 |RESIDUAL OUTPUT
21 Observation Predicted @ Residuals
22| 1 325.56 161.44
23| 2 425.38 19.62
24 3 275.65 -3.65
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Test Statistic for Significance of the
Coefficient of Determination

L, The independent variable does not
H,:p7 =00 explain a significant proportion of the
H,:p*>0.0 ™ total variation in the dependent variable
Test Statistic

SSR
o1 MSR
~ SSE MSE

n—2

df,D,=land D, =n-2
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Test Statistic for Significance of the

Coefficient of Determination

. ~2
Ho.p _OO 4 A 1 B C D [EE S F 1 G |
1 |SUMMARY OUTPUT
. 2 =
H 4" p > OO 3 Regression Statistics
4 |Multiple R 0.8325
— 5 |R Square 0.6931
o = 005 6 |Adjusted R Square 0.6624
7 |Standard Error 92.1055
8 |Observations 12
Test Statistic 10 |ANOVA __
11 df SS MS F Significance F
12 |Regression 1 191,600.62 191,600 22 .59 0.0008
MS R 13 |Residual 10 .
Aglot_al_=7 11 276,434.92
F —_ = 16 Coefficients Standard Error.  t Stat P-value ' Lower 95% Upper 95%
MSE 17 |Intercept 175.8288 54.9899 3.1975 0.0095 53.3037 298.3539
18 |Years with Midwest ~ 49.9101 10.5021 4.7524 0.0008 26.5100 73.3102
19
20 |[RESIDUAL OUTPUT
21 Observation Predicted = Residuals
22 | 1 325.56 161.44
23 | 2 425.38 19.62
24 | 3 275.65 -3.65
Because F =22.59 > F .. ,-=4.969, reject the null hypothesis
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p-value for Significance of the
Coefficient of Determination

H :p>=0.0
H,:p>>0.0
a =0.05

Because p-value =
0.0008 < alpha =
0.05, reject the null

hypothesis

l

4 A | B c D | E | F [
1] SUMMARY OUTPUT

3 Regression Statistics

4 [Multiple R 0.8325 p-value = 0.0008

5 |R Square 0.6931

6 |Adjusted R Square 0.6624

7 |Standard Error 92.1055

8 |Observations 12

10 |]ANOVA

11 df SS MS F _( Significance F

12 |Regression 1 191,600.62  191,600.62  22.59 0.000

13 |Residual 10 84,834.29 8,483.43

14 |Total 11 276,434.92

16 Coefficients Standard Error.  t Stat P-value ' Lower 95% Upper 95%
17 |Intercept 175.8288 54.9899 3.1975 0.0095 53.3037 298.3539
18 |Years with Midwest ~ 49.9101 10.5021 4.7524 0.0008 265100 73.3102
19

20 |[RESIDUAL OUTPUT

21 Observation Predicted = Residuals

22 | 1 325.56 161.44

23 2 425.38 19.62

24 | 3 275.65 -3.65

This means the independent variable explains
a significant proportion of the variation in the dependent variable.
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14.3 Uses for Regression Analysis

« Description — When we are primarily interested in
analyzing the relationship between the x and y
variables as measured by the regression slope
coefficient

* Prediction — When we are primarily interested in
predicting what the value of the y variable will be
when we know a value of the x variable.
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Regression Analysis for Description -
Example

The Environmental Protection Agency (EPA) is interested in the
relationship between vehicle mileage and the CO, emitted by the vehicle.
To analyze the relationship, staff members have collected sample data
from 58 vehicles and used Excel to compute the following regression

output.
4 A iR C D E F
1 [SUMMARY OUTPUT n
2 Regression Statistics y = 703 39 — 13 64(mpg)
3 |Multiple R 0.9589
4 (R Square 0.9194
5 |Adjusted R Square|  0.9180 H 0 - Bl =0.0
6 [Standard Error 16.2705
7 |Observations 58 H 1 : Bl * OO
B
9 ([ANOVA
10 df ss MS F  |Significance F a = 005
11 |Regression 1 169115.67/169115.67| 638.83 0.0000
12 [Residual 56| 14824.81  264.73 Because p-value =
13 (Total 57 183940.48
E T — 0.0000 < 0.05/2 we
A5 Coefficients'Stqndard Error| t Stat | P-value | Lower 95% | Upper 95% reject the null
16 |Intercept 703.39 ) 14.20 49.53| 0.0000 674.94 731.84 h th .
C‘om\bined MPG /1334/ 0.54 (~-25.28 0.0000 14.72]  12s6] NYPOINESIS
\/
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Regression Analysis for Description —
Regression Slope Analysis

 Confidence Interval Estimate for the
Regression Slope:

Sg
by £ts,, or byt tJZ(xi—f)z

sp,~ Standard deviation of the regression
slope coefficient

s. - Sample standard error of the estimate

df =n — 2 — Degrees of freedom
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Regression Analysis for Description

A A |EiB Z D E F

1 [SUMMARY OUTPUT

2 Regression Statistics

3 |Multiple R 0.9589

4 |R Square 0.9194

5 |Adjusted R Square 0.9180

6 (Standard Error 16.2705 b 4+ t q
% Observations 58 1 —%0.05,df =56 bl
9 |ANOVA

10 df ) MS F  |Significance F

11 |Regression 1 169115.67/169115.67| 638.83 0.0000

12 (Residual 56 14824.81 264.73

13 (Total 57 183940.48
I

15 Coefficients|Standard Error| tStat | P-value | Lower 95% | Upper 95%

16 |Intercept 703.39 14.20 49.53) 0.00000 6749473184

17 |Combined MPG -13.64 0.54 -25.28| 0.0000 < -14.72 -12.56

Based on the sample data, with 95% confidence, we believe
that for each increase on one mpg, the mean change in CO, _is
between -14.72 and -12.56 grams with a point estimate of
-13.64 grams
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Regression Analysis for Prediction

Hospital administrators wish to predict the total hospital bill
based on knowing the patient’s length of stay in the

hospital. Data were collected for 138 patients and the
following regression output was produced by Excel 2016

SUMMARY OUTPUT

Regression Statistics

$=527.61

1352.80(days)

Multiple R 0.77
R Square 0.60
Adjusted R Square 0.59
Standard Error 2894.78
Observations 138.00
ANOVA
df SS MS F Significance F

Regression 1 1683440143.46 1683440143.46 200.89 0.00
Residual 136 1139647630.81 8379761.99
Total 137 2823087774.28

Coefficients andard Error t Stat P-value Lower 95% Upper 95%
Intercept 527.61 483.81 1.09 0.28 -429.17 1484.38

Length of Stay 1352.80

95.44 14.17

0.00

1164.05

1541.54
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Regression Analysis for Prediction —
Scatterplot Example

Scatterplot

C".: MmAN AN
v T, VUV UV
Cv.'n a'a"aNa's
v TV, UUV. UV .
qu "2l
Ve, WUV UV
q 2% a2"2"a¥a"s
e, UUV. UV
(a4 vid , UUU. UV
g o Tala'aala's
> — LV, UUV. VU
- '
o

le 2'a'aNa's
-~ A AT S

10 a'a'ala's
VvV, VUv. vy

&

Length of Stay (Days)

y=527.61+1352.80(days)
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Regression Analysis for Prediction —
Point Estimate

Relevant Range for the x variable = 1 to 16 days

y=527.61+1352.80(days)

Point Prediction Value for x = 5 days
$=527.61+1352.80(5) = $7,291.59

Point Prediction Value for x = 9 days

$=527.61+1352.80(9) = $12,702.81
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Confidence Interval for the Average
vy, Given x

Confidence Interval for E(y)|x,

(xp T x)z

\ Z(xl o x)z

ytitse |~

y - Point estimate of the dependent variable

t - Critical value with n — 2 degrees of freedom

n - Sample size
- Specific value of the independent variable

x - Mean of the independent variable observations in the sample
- Estimate of the standard error of the estimate
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Prediction Interval for a Particular
vy, Given x

Prediction Interval for y|x,

p+ts, [1+—+
PERE T Y -7

The term (x, — X)? has a particular effect on the
confidence and prediction intervals. The farther x,, (the

value of the independent variable used to predict y), is
from x, greater the interval becomes.
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Potential Variation in y as x  Moves
— P
Farther from x

Regression Line
from Sample 1

|
T

Regression Line
from Sample 2

8t
=1}
>

’P Pearson ALWAYS LEARNING Copyright © 2018 Pearson Education, Ltd.



Confidence and Prediction Intervals

P

§7=b0+b1x
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Confidence and Prediction Intervals Using Excel
2016 and XLSTAT — Hospital Example

x, =35 days

Predictions for the new observatons:
Std. dev Lower Upper Std dev.on Lowerbound Upper bound

onpred bound 95% bound 5% pred 95% 95%
Observation Pred(Total Chges) (Mean) ag (Observation) | ' e
PredObs1 Q291 £9) 25383 2.905.89 3.0381

[Point Estimate j Condence Interval Prediction Interval
6,789.63 7,793.54 1,545.01- 13,038.16
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