
PARALLEL PROCESSING 
OF DATA AND THEIR 

RESTORATION 



IN COMPUTERS, PARALLEL 
PROCESSING IS THE PROCESSING OF 

PROGRAM INSTRUCTIONS BY 
DIVIDING THEM AMONG MULTIPLE 
PROCESSORS WITH THE OBJECTIVE 
OF RUNNING A PROGRAM IN LESS 

TIME. IN THE EARLIEST COMPUTERS, 
ONLY ONE PROGRAM RAN AT A TIME. 

A COMPUTATION-INTENSIVE 
PROGRAM THAT TOOK ONE HOUR TO 
RUN AND A TAPE COPYING PROGRAM 

THAT TOOK ONE HOUR TO RUN 
WOULD TAKE A TOTAL OF TWO 

HOURS TO RUN. 



ARCHITECTURE OF HIGH PERFORMANCE 
SYSTEMS IS QUITE WIDE, BECAUSE UNDER THE 
ARCHITECTURE WE CAN UNDERSTAND THE WAY 
OF PARALLEL DATA PROCESSING USED IN THE 
SYSTEM AND ORGANIZATION OF MEMORY, AND 
THE TOPOLOGY OF CONNECTIONS BETWEEN 
PROCESSORS, AND EXECUTION SYSTEM 
ARITHMETIC OPERATIONS.



ATTEMPTS TO SYSTEMATIZE ALL 
THE VARIETY OF ARCHITECTURES 
WAS FIRST MADE IN THE LATE 60'S 
AND CONTINUES TO THIS DAY. IN 

1966 M. FLYNN (FLYNN) WAS 
OFFERED AN EXTREMELY 

CONVENIENT APPROACH TO THE 
CLASSIFICATION OF 

ARCHITECTURES OF COMPUTING 
SYSTEMS. IT WAS BASED ON THE 

CONCEPT OF FLOW, WHICH 
REFERS TO A SEQUENCE OF 

ELEMENTS, COMMANDS, OR DATA 
PROCESSED BY THE PROCESSOR.


































