1. Matrices

A matrix A is a rectangular array (a table) of scalars (numbers)
presented in the following form:

Mampuuya A - 3mo npamoy2oabHbitl Maccus (mabauya) ckanspHuix
genuduH (1ucen) npedcmasaeHHbvix 8 ciedyrowem sude:

matrix MaTpULA

rectangular MPSMOYTOJIbHBIM
array MaCCHB

table tabnuia

scalar CKJISIP

number YUCIIO

presented MpEeCTaBICHHbBIN
following CHEXYOIIUN
form dopma




1. Matrices

The rows of such a matrix A are the m horizontal lists of scalars.
The columns of A are the n vertical lists of scalars.

Psadul maxoti mampuubl A-s3mom cOPpU30OHMAJ/IbHbIX CNUCKOB CKA/ISIPDHbLX
6EJIUYHUH.

CTTlOJI6L§bl Aamon 6€PpMUKAJ/IbHbLX CNUCKOB CKANSIPDHbIX 8E€JIUHUH.

such TaKOM

horizontal TOPU30HTAIbHBIN
list CITHCOK

column cToJi0ell

vertical BEPTHUKAJIbHBIN




Matrix Addition

Let A and B be two matrices with the same size.

The sum of A and B is the matrix obtained by adding corresponding
elements from A and B.

[Tycmb A u B - dge mampuuybl 00uHaKo08020 pasmepad.

Cymma A u B- smo mampuua, nojsiy4eHHas Ca0HCeHUEM
coomeemcmeyruux 31emeHmos u3 A u B.

same OJIMHAKOBBIN

size pasmep

sum CyMMa

obtain MOJIy4arh

add pruOaBIATh
correspond COOTBETCTBOBATH
from 13




Scalar Multiplication

® The product of the matrix A by a scalar k is the matrix obtained by
multiplying each element of A by k.

IIpoussedeHue mampuubl A Ha ckanap k 3mo mampuya, noy4ueHHas
YMHOXMCeHUeM Kancdozo 3nemeHma A Ha k.

roduct [POU3BEICHUE
multiply YMHOKaTh




Matrix Multiplication

DEFINITION: Suppose A and B are matrices such that the number of
columns of A is equal to the number of rows of B. Then the product AB
is the matrix whose ij-entry is obtained by multiplying the ith row of A
by the jth column of B.

OIIPEJZIEJIEHHE: IIpednoaoxcum A u B - smo mampuuysl makue, 4mo
yucao cmoabyos A pasto uucay cmpok B. Toeda npousgedeHue AB amo
mampuua, 4el ij-371eMeHmM NOoJy4eH YMHONWCEHUEM 1-0U CmpoKU A Hda j-
bili cmoabeu B.

multiply YMHOKaTh
multiplication |ymMHOXEHHE
roduct IIPOU3BEJCHUE




Transpose of a Matrix

® The transpose of a matrix A, written A’, is the matrix obtained by
writing the columns of A, in order, as rows.

® TpaHCOHMpPOBaHHas MaTpuua A, 3anuceiBaemas A’ is — 3To MmaTpuia,
MOTyYeHHasl 3alChIBAaHUEM CTOJIONOB A, B TTIOpSIIKe, KaK PSABI.

write M1ICaTh
order OPSJIOK




Determinants

Each n-square matrix A=[a, ] is assigned a special scalar
called the determinant of A denoted by det(A) or |A] .

Kaxcdoti keadpamHoti mampuue n nopsaodka A=[al.r.] cmasumcs
8 coomaemcmaue cneyudabHoe YUC10, HA3blBAEMOE
onpedeaumenem A, o6o3Hauaemoe det(A) unu |Al.

square KBAJIPATHBIN

. CTaBUTb B COOTBCTCTBUC,
aSSIgn Ha3HaA4YaTb
special CIICLMaJIbHBIM
denote 0003HaYaTh




Minors

=

Consider an n-square matrix A=[aij].

PaccmoTpyM KBaZipaTHYIO MaTpUILly N-rO MOPSIAKA.

/

Let M. i denote the (n-1)-square submatrix of A obtained by
deleting its ith row and jth column.

[Tycms M, o603Hawaem k8adpamHyio noaMampuqu (n -1)-
nopsoxa noJjiy4eHHyo yoaneHuem ee i-oli CMmpoKU U j-20

cmoabua.

The determinant |M | is called the minor of the element a; of A

Onpedeaumens |M | Ha3bI6aemMCs MUHOpOM d/lemeHma a, A’

submatrix [MOJIMaTpPHIiA
delete CTUPATh

1s called Ha3bIBAIOT
minor MHHOP
element DIIEMEHT




Cofactors . Laplace Expansion _—
/\U

i
We define the cofactor of a; , denoted byA ; as the “signed” minor

Moui onpeaeﬂuM aﬂeerauquKoe aonOJlHeHue a; OGOSHCHCIGMOGA KaK
MUHOp "co 3HaKom”

THEOREM : (Laplace) The determinant of a square matrix A=[al.].] is
equal to the sum of the products obtained by multiplying the
elements of any row (column) by their respective cofactors:

Teopema (/lannac). Onpedeaumens keadpamuoti mampuusl A= [a}]
pase cymme npouseedeHutl, NOJY4eHHbIX YMHONWCEHUEM J1eMEHIMO8

Hekomopotli cmpoku (cmoabua) Ha coomeemcmeyrowue
aneebpauieckue donosHeHusl.

define ONPECNAThH

cofactor aJreOpandecKoe JIOMOJTHEHUE
sign 3HAK

theorem TeopeMa

any KaKOM-HUOYIb

respective COOTBETCTBYIOIIUI




Basic cli in Math English =

Bovipaxcernue euda A = B MoxcHO nepegecmu 0oOHUM
u3 caedyrouwux cnocoboes:

A is equal to B,
A equals B,
A, B are equal

CoomeemcmeeHHO, A #B:
A isn't equal to B,
A doesn't equal B,
A, B aren't equal



Basic cliches in Math-English—

B mamemamu4eckux mexkcmax o4eHb 4HACMO
ucnoasb3dyemcs let-xkoncmpykuus

* Let (cumBoJI, TepMHH) be (TepMuH)
® Let A be a matrix

* Let (cuMBoOJIBI, TEpMHH) be (TepMuH)

o Let A,B be mxn matrices
* Let (cumBoJ1) be (TepmuH), (CUMBOJI), (TEpPMUH)

o Let A be a matrix, A]. its jth row, and k a scalar

OO6paruTe BHUMaHUeE: TIPH TAKOM MepeYUC/IeHUH OMYCKAITCST BCe
<let>, <be> mocsie ux MePBOroO UCITOIH30BAHHUS

11



ath Englis

Let ( cuMBos1, TepMut) have ( TepMuH)

Let the matrix A have the inverse

OGpaTruTe BHUMaHKe, B 3TOM KOHCTPYKIIMK UCIIOIb3YeTCss UHOUHUTUB
0e3 yactunpl to " ("have"),Ho He «has» )

* Let (popmyra)

12



Basic cliches in Math-English—

/lns onpedeneHuss HO8bIX NOHAMUU (IMEPMUHOE) MONCHO UCNOJ1b306AIMb

KOHCmpyKuuu
(onrcanuie noHATHs) is called (HOBbII TepMUH)

A matrix with only one row is called a row matrix

(mousTue) is called (HoBsIit TepmuH) if (onHcaHMe TOHATHS) .
A matrix is called a row matrix if the number of its rows equals 1.

(O6parnTe BHUMaHHE: B TUX KOHCTPYKIHSX OTIPEIe/ISIEMO€ ITOHSTHE CTOUT
00s3aTe/IbHO Iocste «is called».)

MoocHo ucnoab3dosams 60o.1ee KOpOMKYIIO cummempuiHYlO KOHCMPpPYKUuUio

C «1S».
* (moHsTHE) is (HOBBIN TEpMUH), if (OMMCcaHMe TOHSTHS).

A matrix A is an invertible matrix if there exists a matrix B such that
AB=BA=1

* (HOBBIl TepMuH) is (moHsTHE) such that (onmucaHue MOHATHS).
The transpose of a matrix A is the matrix A such that (AT)I.]:(A )].l.

13



Basic cliches in Math-English—

,Z[]I}I BBe€IC€HMHUSA 0003HaYeHUsA HNCITOJIB3YIOTCA KOHCTPYKIIH.

By (0603Hauenue) denote (TepMuH)

By A, denote jth row of A.

O0o3HaueHne MOYXHO BBeCTH OOJHOBPEME€HHO C o1ipeaeji1eHuemM
HOBOTO ITOHATHUA:

(ormmcanue nmousTus) is called (HoBwIi Tepmun) and is
denoted by (0603HaueHuUe)

The matrix obtained by multiplying of each element
of A by k is called the product of the matrix A by a
scalar k and is denoted by KA.

14



Test '

/

S s SRR

1. Give a definition of a matrix.

2. What is the size of a matrix?

3. Explain

the notation a,

4. Give a definition of a zero matrix.

5. Give a ¢

efinition of matrix equality.

6. Give a definition of matrix addition.

/



Test | =

/
7. Give a definition of scalar multiplication (product of a

matrix by a scalar).
8. Give a definition of the product of a row and a column.

9. Give a definition of matrix multiplication.

10. GivenA:{2 -3 0} and g — = Find (AB)zBand
BA. = 3 2

16



@ 1.Give a definition of a matrix.

17
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=
1.Give a definition of a matrix.

A rectangular array of scalars is called a
matrix. (A matrix is a rectangular table of
scalars.)



@ 2. What is the size of a matrix?



s ———— —

/
2. What is the size of a matrix?

The size of a matrix is the pair (m, n), where
m is the number of rows and n is the
number of columns of the matrix. The size is
denoted by mx n.



//1

e

@ 3. Explain the notation a..
j

21
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/
3. Explain the notation a..
J

The entry in the ith row and jth column of a
matrix A is denoted as a,.

(al.j is the element in the ith row and jth
column of a matrix A.)



@ 4. Give a definition of a zero matrix.

23
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=
4. Give a definition of a zero matrix.

A matrix is called a zero matrix if all
elements of the matrix are equal to zero.



f/

e

© 5. Give a definition of matrix equality.



e LT ——— —

/
5. Give a definition of matrix equality.

Matrices A, B are equal, if they have the
same size, and corresponding elements of A

and B are equal



f/

® 6. Give a definition of matrix addition.

27



Answers— e —

/
6. Give a definition of matrix addition.

Let A, B be matrices with the same size. The
matrix whose elements are the sum of
corresponding elements of A and B is called
the sum of the matrices A, B and is denoted

by A+B.



AWU/

/
7. Give a definition of scalar multiplication

(product of a matrix by a scalar).
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/
7. Give a definition of scalar multiplication

(product of a matrix by a scalar).

Let A be a matrix, k a scalar. The matrix whose
elements are the product of each element of A by k
is called the product of the matrix A by the scalar k

and is denoted by kA



Ans

8. Give a definition of the product of a row and a
column.



s ——— —

8. Give a definition of the product of a row and a
column.

Let A be an 1 xp matrix, B a px1 matrix, that is the
number of columns of the row 4= [al,az,...,a p}

equals the number of rows of the column g -
The scalar ab +ab,+..+ab

is called the product of A and B and e
is denoted by AB




® 9. Give a definition of matrix multiplication.

33
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/
9. Give a definition of matrix multiplication.

Let A be an m x p matrix, B a px n matrix, that is
the number of columns of A equals the number of
rows of B. The product of A and B is the m x n

matrix C by multiplying ith row of A by jth column
of B

34
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® 10. Given A=[§ = O} and B_{l _1}
Find (AB)23 and BA.

35
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10. Given 4 {3

Find (AB)23 and BA.

23
=

}and B{l

—1
3=

/

The matrix AB doesn't exist because the number
of columns of A equals 3, but the number of rows

of Bis 2.

1
BA =

—1
=

2
3

-3 0]

2

1

-1
0

—
—13

-1
—

36



Adjoint Matrix =
~—® The adjoint matrix of A, denoted by adj A, is the
transpose of the matrix of cofactors of A. Namely,

IIpucoedureHHas k mampuue A, obo3Havaemas adj
A, 3mo mpaHcno3uyus Mampuusl ancebpaudeckux
donoaHeHull of A.

adjoint PHCOCANHEHHBIM

7



Identity Matrix

The n-square identity or unit matrix, denoted by I , or

] [} [} o , o n
simply I, is the n-square matrix with 1's on the diagonal and
o’'s elsewhere.

EduHuuHas keadpamHaa mampuua nopsoka n,
o6o3Hnauaemasn I , unu npocmo I, 5mo keadpamuas
mampuua nopﬂéTKa n ¢ 1 Ha duazoHanu os the n-square
matrix with 1's on the diagonal and o 6 dpy2ux mecmax.

unit CAUHUIIA

simply TPOCTO

diagonal IaroHalb

clsewhere [JIe-TO B JIPYTOM MECTE

38



_Inverse Matrix

A square matrix A is said to be invertible or nonsingular if there exists a
matrix B such that

AB=BA=1
where [ is the identity matrix. We call such a matrix B the inverse of A and
denote it by A™.

KBagparHas maTpuiia A HasbIBaeTcss 0OpaTUMOM HJIM HECUHTY/ISIPHOM,
eCJIU CyLIeCTBYeT MaTpHUlia B, Takasi, YTO

AB=BA=1
invertible obpaTnmas
nonsingular HeCUHrynsgpHasa
exist CYLLUECTBYET
inverse obpaTHas

39



Linear Egquation

A linear equation in unknowns is an equation that can be put in
e

the standard form ax +a,x,+..+ax =b where , and b are

1585,...4,

constants. The constant g, is called the coefficient of x, , and b is called the

constant term of the equation.

JInHeliHOe ypaBHeHVe HeN3BeCTHBIX X,,X,,..x, 9TOypaBHeHUe, KoTopoe

n

MOYXeT OBbITh IPeJICTaB/IeHO B popme == —ic

peA bop ax +ax,+..+ax =b 1A a;a,,.4q,
u b — xoncranTel. [TocTrosiHHas a, HaspiBaeTcss KOOGPUIMEHTOM X, , U b
HA3bIBAETCS MOCTOSTHHBIM YIEHOM YPaBHEHMS.

linear NMMHENHBbIN
equation ypaBHeHue
unknown Hen3BeCcTHas

ut BIIOXUTb
constant NOCTOSIHHbIN
term YJieH

40



Linear Egquation

A solution of the linear equation is a list of values for the unknowns
such that the following statement (obtained by substituting k. for x in
the equation) is true: ak, +a,k, +...+ak, =b . In such a case we say that
vector u=(k,k,,....k,) satisfies the equation.

PemieHrie TMHEMHOTO YPAaBHEHMUS — 3TO CIIUCOK 3HAYEeHU U
HEM3BECTHBIX, TAKOM, YTO CJIe/IyIollee BhICKa3bIBaHHE (ITOydeHHOE

ITO/ICTaHOBKOM kl. BMECTO X, B ypaBHEHHE) BEPHO ak +ak,+..+ak =b.

B 53TOM Ci1y4ae, MBI TOBOPUM, YTO BEKTOP U YIOBJIETBOPSET YPAaBHEHUIO

solution pelwieHue

value 3Ha4YeHne
statement BBICKA3bIBAaHHE
true NCTUHA

say ckasaTb

vector BEKTOP

satisfy YOOBNETBOPATH

41



Syst/maﬂ:nﬁr—mmtmns —

5 A system of linear equations is a list of linear equations with the same unknowns. In
particular, a system of m linear equations L ,L,..., L in n unknowns can be put in the
standard form L: ax+a,x,+...+a,x =b

7 1 e A 7 P e e Ty e e O

L .

m ml

e e

mn-n

where the a; and b, are constants. The number a, is the coefficient of the unknown X, in
the equation L, and the number b. is the constant of the equation L,
Cucrema JIMHEMHBIX YpaBHeHI/II/I 9TO MHO)XE€CTBO JIMHEMHBIX YpaBHeHI/II/I C O,I[I/IHaKOBBIMI/I
HeHn3BeCTHbhIMU. B YaCTHOCTH, CUCTEMaA M JIMHEeMHBIX ypaBHEHI/IIL/,I Ll 5 Lz’"" Lm C n Hen3BeCTHbBIMHA
MOJXeT OBbITh IIPeJCTaB/leHa B CTaHAAPTHOU popme, rae a; u b, — nocrosinnble. Benrnunna a; -

K03pPUITMEeHT TPU HEN3BECTHOH X; B ypaBHEHHH L, v BenuuuHa b, — 5TO MOCTOSIHHAA YpaBHeHUS L,

system cuncrema
list MHOXECTBO
In particular B YaCTHOCTU
MOXET ObITb
can be put npencraBrieHo
standard CTaHOaPTHbIN
coefficient KOhdbuLneHT s



Syste inear Equati —————
~® The system is said to be homogeneous if all the constant terms are zero.

Otherwise the system is said to be nonhomogeneous.

The system of linear equations is said to be consistent if it has one or more
solutions, and it is said to be inconsistent if it has no solution.

CucTrema Ha3bIBaeTCst 00HOPOOJHOU, €C/TH BCe TIOCTOSTHHbBIE YIeHbI PAaBHBI HYJTIO.
B mpoTtuBHOM ciry4ae, cucTeMa Ha3bIBAeTCSI HEOOHOPOOHOU

CrcreMa TMHENHBIX YpPaBHEHUI HAa3bIBA€TCSI COBMECTMHOU, €CTA OHa UMeeT
OZHO WK O0Jiee pellleHUi, U Ha3bIBAETCSI HECO8MECMHOU, eC/TA OHA He UMeeT

pelIeHun
homogeneous O4HOPOAHbLIN
nonhomogeneous HeO4HOPOAHbLIN
Zero HOJb
otherwise nHaye
consistent COBMECTHbIV
inconsistent HECOBMECTHbIW

43



Syst/emaﬂ:nﬁr—mmons E——

5 Alinear equation is said to be degenerate if all the coefficients are zero.

A system in echelon form has the following form:  ax +a,x, +a;,%, +a,%, +..+a,x, =b,

ay, X, +a,, X, +..+a,x, =b,

where1<j <..<j and are not zero. The pivot variables are .

Nttt e e
: S X +..+ta.x +b
If r=n, the echelon form usually is called a triangular form. D% Grnn 0,

JluHeliHOE ypaBHeHHe Ha3bIBAETCSI BRIPOXKAEHHBIM, eC/Th Bce K03 PHUILIMeHThI paBHbI HYITIO.
Cucrema B cTynieHYaTou popme NMeeT CIeAyIOUIdi BU,

rie1<j <..<j W He paBHbI Hym0. Paspewarowumu epeMeHHbIMU SABISIOTCS . 3aMETHM, YTO I < Nn.
Ecnm r=n, crynenyarast popma oObIYHO HA3BIBAETCS MPey20abHOU GOPMOTA.

degenerate BbIPOXOEHHbIN
echelon CTYNneHYyaTbIV
ivot paspeLuaoumnm
variable nepemMmeHHasa
note 3aMEeTUTb
usually 0ObIYHO
triangular TPEeyronbHbIN

44



ElementaryOperations ——— s, ===
/ '

The following operations on a system of linear equations L ,L ,...,L are called elementary

operations. [ et ]

1. Interchange two of the equations. : : [KL, <> L,]

2. Replace an equation by a nonzero multiple of itself. l : [ D e e ]
1 J J

3. Replace an equation by the sum of a multiple of another equation and itself.

Crepyrouye onepauyuy C CUCTeMOU TUHEUHBIX YPaBHEHU I LI,LZ,...,Lm Ha3bIBAIOTCS
3/IeMeHTapHBbIMM OIepaLusIMU

1. [lepecTaHOBKaA ByX YpPaBHEeHUU.
2. 3aMeHa YpaBHeHUsI HeHY/IeBbIM KPAaTHbBIM ero.
3. 3aMeHa YpaBHEeHUs CYMMOU KPaTHOTO JIPYTrOoro YpPaBHEHMUS U €ro CaMoro. .

operation onepauns
elementary QNIeMEeHTapPHbIN
interchange nepecraHoBka
replace 3amMeHa
multiple KpaTHoe

itself cebs

another apyrowu
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