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M t' t' n LANGUAGE PROGRAMMING
O |Va IO EXPRESSIVENESS COMPLEXITY (HOURS)
(LOC/FEATURE)

Python is among the most popular
programming languages

e |l

Domain specialists are not professional Python  Java c+ Python  Java Cos c
SOftware programmers E Prechelt* = Berkholz** E Prechelt*

* L.Prechelt, An empirical comparison of seven programming languages, IEEE Computer, 2000, Vol. 33, Issue 10, pp. 23-29
** RedMonk - D.Berkholz, Programming languages ranked by expressiveness
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Cha"enge #2 Workstation HPC/Big Data;:u?er
Python performance limits migration to

production systems

Development cost

PrOtOtyping Development cost Production

3-10x

= Hire a team of Java/C++ ° i S
programmers |
High migration = o)

OR
= Have team of Python programmers

costs

Python?,
R*, Matlab®,
Excel*

imi i Model 4. Model
to deploy optimized Python in g o
production
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Intel® Distribution for Python*

Advancing Python performance closer to native speeds

Easy, out-of-the-box * Prebuilt, optimized for numerical computing, data

. analytics, HPC
access to high - Drop in replacement for your existing Python. No code

performance Python changes required

High performance with « Accelerated NumPy*/SciPy*/Scikit-Learn* with Intel® MKL

: L - * Data analytics with pyDAAL, enhanced thread scheduling with TBB,
multlple Optlmlzatlon Jupyter* Notebook interface, Numba*, Cython*

techniques * Scale easily with optimized MP14Py and Jupyter notebooks

Faster access to latest * Distribution and individual optimized packages available
optimizations for Intel through conda and Anaconda Cloud: anaconda.org/intel

architecture » Optimizations upstreamed back to main Python trunk

© 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other coun tries.
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Performance Gain from MKL (Compare

Linear Algebra CI

Fast Fourier Transforms Vector Math

° BLAS
e LAPACK
e ScalLAPACK

e Multidimensional
® FFTW interfaces
e Cluster FFT

e Trigonometric
e Hyperbolic
e Exponential

e Sparse BLAS
e Sparse Solvers

e Log
e Power, Root

Vector RNGs Summary Statistics And More

e Multiple BRNG e Kurtosis

e Support methods UG%to e Variation coefficient
. X .

for independent faster! . Or'der statistics

streams creation e Min/max

e Support all key probability e Variance-covariance
distributions

e Splines

e Interpolation

e Trust Region

e Fast Poisson Solver

Configuration info: - Versions: Intel® Distribution for Python 2017 Beta, icc 15.0; Hardware: Intel® Xeon® CPU E5-2698 v3 @ 2.30GHz (2 sockets, 16 cores each, HT=OFF), 64 GB of RAM, 8 DIMMS of
8GB@2133MHz; Operating System: Ubuntu 14.04 LTS.
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Out-of-the-box Performance with Intel®

Distribution for Python*
Mature AV X2 instrg&ﬂgﬂmgegased

ormanceggoagcyr(c:t—:tntage of C/Intel® MKL for
Intel® Xeon® Processors, 32 Core (Higher is Better)
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0% J— _- .
dot lu det inv

cholesky fft
mapt/atlas mpip/openblas mIntel Python/MKL

Configuration Info: apt/atlas: installed with apt-get, Ubuntu 16.10, python 3.5.2, numpy 1.11.0, scipy 0.17.0; pip/openblas: installed with pip, Ubuntu 16.10, python 3.5.2, numpy 1.11.1,
scipy 0.18.0; Intel Python: Intel Distribution for Python 2017

Hardware: Xeon: Intel Xeon CPU E5-2698 v3 @ 2.30 GHz (2 sockets, 16 cores each, HT=off), 64 GB of RAM, 8 DIMMS of 8GB@2133MHz
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Out-of-the-box Performance with Intel®

Distribution for Python*
NeW AVX51 2 InStrM/g\t(LQ%rR%:ﬁge erggelrlc%t‘ntage of C/Intel® MKL for

Intel® Xeon Phi™ Product Family, 64 Core (Higher is Better)

100%
90%
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10% l
0% -. . | — — = _
dot lu det inv

cholesky fft
m apt/atlas mpip/openblas mlIntel Python/MKL

Configuration Info: apt/atlas: installed with apt-get, Ubuntu 16.10, python 3.5.2, numpy 1.11.0, scipy 0.17.0; pip/openblas: installed with pip, Ubuntu 16.10, python 3.5.2, numpy 1.11.1,
scipy 0.18.0; Intel Python: Intel Distribution for Python 2017

Hardware: Intel Intel® Xeon Phi™ CPU 7210 1.30 GHz, 96 GB of RAM, 6 DIMMS of 16GB@1200MHz
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WORKSHOP

BASIC
functions
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Examples of Basic Functions

NumPy, SciPy
= Matrix multiplication

= "}

mafrr{ul.py matmul_ra.ndintel.py

= Random number generation }
= Vector Math @
exp.py

= Linear algebra decompositions

Not so basic functions

SciKit-learn E.,

= Linear regression Ir.py

= NOTE: Only Python 2.7 and 3.5 are supported for now

diaries in the U.S. and/or other countries.
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Intel Python Landscape

Intel®

Di:;tributio Numpy*  Scipy* Seca':‘:;' DKX\L Pandas*  Mpidpy*
n Or L I ]

Performanc [abiag TBB MKL MPI
e Libraries IPP Library

P
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R For more complete information about compiler optimizations, see our Optimization Notice.

Scikit-Learn™ optimizations with Intel®

MKL
Speedups, Qistsifsilztf Ry 8GR Masks QL *adatenthpy scikit-Leam®

9x
8x
Tx
6x
Q.
> 9%
©
U dx
2
w»vy  3x
2x
Ox *
Approximate Fast K-means GLM GLM net LASS0 Lassopath Leastangle Non-negative Regression  Sampling svD
neighbors regresson, matrix by SGD without
OpenMP  factorization repiacement

System info: 32x Intel® Xeon® CPU E5-2698 v3 @ 2.30GHz, disabled HT, 64GB RAM; Intel® Distribution for Python* 2017 Gold; Intel® MKL 2017.0.0; Ubuntu 14.04.4 LTS; Numpy 1.11.1; scikit-learn 0.17.1. See Optimization Notice.
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More Scikit-Learn® optimizations with

Intel® DAAL
SpAsccelerateddey Machinedreanming algorithme with Intel® DAAL

Distances, K-means, Linear & Ridge Regression, PCA
Up to 160x speedup on top of MKL initial optimizations

Speedup

s subsidiaries in the U.S. and/or other countries. p >
claimed as the property of others. ( intel) software |

R or more comple out compiler optimizations, see our Optimization Notice.
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Intel® DAAL: Heterogeneous Analytics

Available also in open source:
https://software.intel.com/en-us/articles/opendaal

= Targets both data centers (Intel® Xeon® and Intel® Xeon Phi™) and edge-devices (Intel® Atom™)

= Perform analysis close to data source (sensor/client/server) to optimize response latency, decrease
network bandwidth utilization, and maximize security

= Offload data to server/cluster for complex and large-scale analytics
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PCA' ' . Al “;m)n I
outigl CFEE, o. . & ll @
N allfh. .
on Clacollludtlo “ E
Math functions « Naive Bayes
. Sorting + SVM
(De-)CorTIp.reS.SIOH + Classifier boosting
(De-)Serialization « kNN
» Decision Forest
Statistical moments Clustering
Quantiles * Kmeans
Distances » EMGMM

Variance matrix CoIIaborative filtering

R— -
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Performance Example : Read And

Compute
S \Midingdetabistcd sV vileV(bie Asprebrdeessea IMNIST, 40 principal components) n=42000, p=40

= Testing dataset: CSV file (PCA-preprocessed MNIST, 40 principal components) n=28000, p=40

25

20

15

10

Time in Seconds

Training (sec)

60% faster
CSV read

.2X

Scikit-Learn, Pandas pyDAAL

M Read Training Dataset (incl. labels) Training Compute

Time in Seconds

Prediction (sec)

25

20

v Balanced
10 ek read and
5 compute
0

Scikit-Learn, Pandas pyDAAL

M Read Test Dataset Prediction Compute

System Info: Intel® Xeon® CPU E5-2680 v3 @ 2.50GHz, 504GB, 2x24 cores, HT=on, OS RH7.2 x86_64, Intel® Distribution for Python* 2017 Update 1 (Python* 3.5)

© 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries.

L~
/ *Other names and brands may be claimed as the property of others.
For more complete information about compiler optimizations, see our Optimization Notice.

intel' Software |

14



WORKSHOP

PyDAAL
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yDAAL Getting Started

DAAL4PY: Tech Preview

e s © 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries.
/ *Other names and brands may be claimed as the property of others.

R, For more complete information about compiler optimizations, see our Optimization Notice.
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Intel® TBB: parallelism orchestration in
Python ecosystem

= Software components are built from smaller ones
= |If each component is threaded there can be too much!
= Intel TBB dynamically balances thread loads and effectively manages oversubscription

> python -m TBB application.py

Dask J Thread

PyDAAL Joblib

Numpy J Scipy Pool

Intel®
Intel® MKL

Intel® TBB runtime

—— o © 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. /—)
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Intel® TBB module
for Python
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Profiling Python* code with Intel®

VTune™ Amplifier

RIGEGHetoNIeVel atid inBLieVEl Rotspaet andlysis! oo/ @isassembly
= Call stack analysis

= Low overhead

= Mixed-language, multi-threaded application analysis

Line_profiler Intel® VTune™
Amplifier

Profiling technology Event Instrumentation Sampling, hardware events

Analysis granularity Function-level Line-level Line-level, call stack, time
windows, hardware events

Intrusiveness Medium (1.3-5x) High (4-10x) Low (1.05-1.3x)

Mixed language Python Python Python, Cython, C++, Fortran

_——
"' programs
5 Or more Col lete Information about Col Iler optimizations, see our Optimization Notice
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Installing Intel® Distribution for Python™

gQ\J—Zone installer and anaconda.org/intel

Download full installer from
https://[software.intel.com/en-us/intel-distribution-for-python

OR

> conda config --add channels 1ntel
> conda 1install intelpython3 full
> conda 1nstall iIntelpython3 core

docker pull intelpython/intelpython3 full

© 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. g >
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Intel® Distribution for Python
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Collaborative Filtering

= Processes users’ past behavior, their activities and ratings

= Predicts, what user might want to buy depending on his/her
preferences

Collaborative Filtering Sim‘illarities ;n users preferences (in Green) are
used to predict ratings
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Training: Profiling pure python*

[hl @I b 5 an ﬁl ® VWeIcome numpy_intel "numpy_default | ro10ns

INTEL VTUNE AMPLIFIER XE 2017

Tree| | B2 Platform

. . . Grouping: |Fund:on/ Call Stack vl @ CPU Time -
ltems similarity Jewing < 1011 b seeceasmaie
. . . % 100.0% (10.746s of 10.7465)
assess ment Function / Call Stack CPU Timev Module Function (Full) |7 Kbt pytcompute_similarity matrix - ibcipy
ibef.pylmain+0x69 - ibcf.py: 145
1mi I 1 ibet pyl<module>+0x32 - ibef py: 171
(SI m I I a rlty m atrIX F ~ ute_similarity_matrix 10.746s ibcf ity_ :,ymon,er:;ui:ecﬂdoo:ng{tyng.[unk__
. A #make_predictions 0.747s) ibcf.py make_predictions il KERNEL32Di LBase ThreadinifThunietOx2..
dil dINRtIUserThreadStart+0x33 - [unkno...
com pUtatlon) IS the ®filter_top_matrix O.3605| ibcf.py filter_top_matrix il . R fokna
main hotspot ©func@0x1d0011b8 | o03s6s] python.exe func@0x1d0011b8
#do_norm ‘ 0.1905| ibcf.py do_norm il
Ffunc@Nvial22hh0 ‘ 150c] calita2 mud func@mNvialf2hhn
Selected 1 row(s): 10.746s 2
| (% [ [« 1 | »
Qi Q-Ce [¥] | Thread E
< func@0x1d0013... V@ Runnif\q
Configuration Info: - Versions: Red Hat Enterprise é’ %ﬂgsﬂ er:?ie
Linux* built Python*: Python 2.7.5 (default, Feb 11 5 - EvcPU Samp{é
2014.1), NumEy 1.7.1, SciF’Y 0.1.2.1, [V CPU Usage
multiprocessing 0.70a1 built with gcc 4.8.2; Ut ¥ dak CPU Time
Hardware: 24 CPUs (HT ON), 2 Sockets (6 9 [¥] duk Spin and ...
cores/socket), 2 NUMA nodes, Intel(R) Xeon(R) T 1 7 YOI X

X5680@3.33GHz, RAM 24GB, Operating
System: Red Hat Enterprise Linux Server release

7.0 (Maipo)
L

— © 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries.

Any Thread v [l Any Module ~ [l Any Utilizatic v Only user functions v Jll Show inline func v | Functionsonly
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Training: Profiling pure Python*

M| BEz P8BS @ e ‘
@ Basic Hotspots Hotspots by CPU Usage viewpoint (change) @ INTELVTUNEAMPLIFIER XE 2017

€ Analysis Target Analysis Type| | # Collection Log| | i Summary| | *¢ Bottom-up| |*% Caller/Callee| |* Top »

| Assembly grouping: |Address CPU Time =

Viewing ¢ 1of1..

This loop is major : Source CPU Time: Total 100 (19,725 -

ibcf.pylcompute si...

bottleneck. Use appropriate S , _ s ang

. def compute similarity matrix(matrix): | 1 python.exelfunc®..

teChn0|og|eS \ items_num, users_num = len(matrix), len(m KERNEL32.DLLIE..

. T 5 z 3 : Il o ntdilLdIl'RtiUserThr...
(NumPy/SCle/SClklt_Learn cosine sim matrix = [ items_num * [0] for‘ 0.1% t

for i in range( items num ): ==

or Cython/Numba) to : for j ingrange( i;ems_num PR

accelerate . sum = 0

for k in range( users_num ) :

sum += matrix[i] [k] * matrix[
cosine sim matrix[i][j] = sum

Configuration Info: - Versions: Red Hat Enterprise Linux* built
Python*: Python 2.7.5 (default, Feb 11 2014), NumPy 1.7.1,
SciPy 0.12.1, multiprocessing 0.70a1 built with gcc 4.8.2; i _
Hardware: 24 CPUs (HT ON), 2 Sockets (6 cores/socket), 2 [T
NUMA nodes, Intel(R) Xeon(R) X5680@3.33GHz, RAM 24GB,
Operating System: Red Hat Enterprise Linux Server release 7.0

o © 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. /—)
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Training: Python + Numpy (MKL

= Much faster! B :
= The most

€ Analysis Target Analysis Type| B Collection Log| ¥ Summary| ECEILGIRIY +% Caller/Callee| % Top

Compute_lnten8|ve part Grouping: | Modsle / Funcion ] Call Stack CPU Time =
Viewing ¢ 10f603 ) selected stack(s)
takes ~5% of all the Modile ek calsnar || e o T

. . sqlite3.dllfunc@0x18000c390+0x90 - [u...

exe Cu tl O n ‘tl m e . - sqlite3.dlIfunc@0x18000c510+0x9¢ - [u...
: 64.4% ! sqlite3.dilfunc@0x1800093a0+0xeb - [..

6.7% . sqlite3.dll'func@0x18000ce60+0x4a - [u...

#multiarray.pyd
Ly sqlite3.dillfunc@0x18000f590+0x23 - [u...

“random.py | 55% [ | sqlite3.dIllfunc@0x13000650+0x10 - u..
El_csparsetools_pyd 5.4%' sqlite3.dIl'func@0x180011b20+0x2a - [..
i - sqlite3.dllfunc@0x130011f50+0x340 - ..
Selected 1 row(s): 64.4% sqlite3.dllfunc@0x12000620+0x75 - [..

™ v |« [ s sqlite3.dIlfunc@0x1800148e0+0x97 - [.  _

SO R R v W
uncooridoors. AN - = .1 -
[tk CPU Ti...

CPU Usage [¥] duk Spin a...

' > [9CPUSa.

by Trveod [ oy Mol -

Speedup, time

") 409,6
. 102,4
25,6
6,4
1,6

-
0,1

Pure python Numpy

Configuration info: 96 CPUs (HT ON), 4 Sockets (12 cores/socket), 1 NUMA nodes, Intel(R) Xeon(R) E5-4657L v2@2.40GHz, RAM 64GB, Operating System: Fedora

I—
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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY
ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT.
INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED
WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO
FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT,
COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products.

For more complete information about compiler optimizations, see our Optimization Notice at

Copyright © 2017, Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation in
the U.S. and/or other countries. *Other names and brands may be claimed as the property of others.
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