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Contents
• Linear dependence of vectors
• Basis on the plane and in space
• Decomposition of a vector by basis
• Direction cosines of a vector. 
• Division of segment.



Linear combination
▪  Linear combination : 



▪ Ex : Finding a linear combination

Sol:



    (this system has infinitely many solutions)







▪Definitions of Linear Independence (L.I.)  and Linear Dependence 
(L.D.) :



▪ Ex : Testing for linear independence

Sol:

Determine whether the following set of vectors in R3 is L.I. or L.D.



• EX: Testing for linear independence
 Determine whether the following set of vectors in P2 is L.I. or L.D.

c1v1+c2v2+c3v3 = 0

i.e., c1(1+x – 2x2) + c2(2+5x – x2) + c3(x+x2) = 0+0x+0x2

   c1+2c2       = 0
   c1+5c2+c3  = 0
–2c1– c2+c3  = 0

Sol:

    This system has infinitely many solutions
      (i.e., this system has nontrivial solutions, e.g., c1=2, c2= – 1, c3=3)

   S is (or v1, v2, v3 are) linearly dependent



Basis
•  Basis :

V: a vector space

S is linearly independent

- S is called a basis for V

S ={v1, v2, …, vn}



Ex1: the standard basis vectors in R3:



▪ Ex 2: The nonstandard basis for R2

Because the coefficient matrix of this system has a nonzero determinant, you 
know that the system has only the trivial solution. Thus you can conclude that S is 

linearly independent

According to the above two arguments, we can conclude that S 
is a (nonstandard) basis for R2













Applications of vectors

• https://www.machinelearningplus.com/nlp/
cosine-similarity/

• http://www.cs.utoronto.ca/~strider/d18/Lin
Alg.pdf


